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Biochemistry of the Genome

Figure 10.1 Siblings within a family share some genes with each other and with each parent. Identical twins,
however, are genetically identical. Bacteria like Escherichia coli may acquire genes encoding virulence factors,
converting them into pathogenic strains, like this uropathogenic E. coli. (credit left: modification of work by Pellegrini
C, Fargnoli MC, Suppa M, Peris K; credit right: modification of work by American Society for Microbiology)
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Introduction
Children inherit some characteristics from each parent. Siblings typically look similar to each other, but not exactly
the same—except in the case of identical twins. How can we explain these phenomena? The answers lie in heredity
(the transmission of traits from one generation to the next) and genetics (the science of heredity). Because humans
reproduce sexually, 50% of a child’s genes come from the mother’s egg cell and the remaining 50% from the father’s
sperm cell. Sperm and egg are formed through the process of meiosis, where DNA recombination occurs. Thus, there
is no predictable pattern as to which 50% comes from which parent. Thus, siblings have only some genes, and their
associated characteristics, in common. Identical twins are the exception, because they are genetically identical.

Genetic differences among related microbes also dictate many observed biochemical and virulence differences. For
example, some strains of the bacterium Escherichia coli are harmless members of the normal microbiota in the human
gastrointestinal tract. Other strains of the same species have genes that give them the ability to cause disease. In
bacteria, such genes are not inherited via sexual reproduction, as in humans. Often, they are transferred via plasmids,
small circular pieces of double-stranded DNA that can be exchanged between prokaryotes.
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10.1 Using Microbiology to Discover the Secrets of Life

Learning Objectives
• Describe the discovery of nucleic acid and nucleotides

• Explain the historical experiments that led to the characterization of DNA

• Describe how microbiology and microorganisms have been used to discover the biochemistry of genes

• Explain how scientists established the link between DNA and heredity

Through the early 20th century, DNA was not yet recognized as the genetic material responsible for heredity, the
passage of traits from one generation to the next. In fact, much of the research was dismissed until the mid-20th
century. The scientific community believed, incorrectly, that the process of inheritance involved a blending of parental
traits that produced an intermediate physical appearance in offspring; this hypothetical process appeared to be correct
because of what we know now as continuous variation, which results from the action of many genes to determine a
particular characteristic, like human height. Offspring appear to be a “blend” of their parents’ traits when we look at
characteristics that exhibit continuous variation. The blending theory of inheritance asserted that the original parental
traits were lost or absorbed by the blending in the offspring, but we now know that this is not the case.

Two separate lines of research, begun in the mid to late 1800s, ultimately led to the discovery and characterization of
DNA and the foundations of genetics, the science of heredity. These lines of research began to converge in the 1920s,
and research using microbial systems ultimately resulted in significant contributions to elucidating the molecular basis
of genetics.

Discovery and Characterization of DNA

Modern understanding of DNA has evolved from the discovery of nucleic acid to the development of the double-
helix model. In the 1860s, Friedrich Miescher (1844–1895), a physician by profession, was the first person to isolate
phosphorus-rich chemicals from leukocytes (white blood cells) from the pus on used bandages from a local surgical
clinic. He named these chemicals (which would eventually be known as RNA and DNA) “nuclein” because they were
isolated from the nuclei of the cells. His student Richard Altmann (1852–1900) subsequently termed it “nucleic acid”
20 years later when he discovered the acidic nature of nuclein. In the last two decades of the 19th century, German
biochemist Albrecht Kossel (1853–1927) isolated and characterized the five different nucleotide bases composing
nucleic acid. These are adenine, guanine, cytosine, thymine (in DNA), and uracil (in RNA). Kossell received the
Nobel Prize in Physiology or Medicine in 1910 for his work on nucleic acids and for his considerable work on
proteins, including the discovery of histidine.

Part 1

Alex is a 22-year-old college student who vacationed in Puerta Vallarta, Mexico, for spring break. Unfortunately,
two days after flying home to Ohio, he began to experience abdominal cramping and extensive watery
diarrhea. Because of his discomfort, he sought medical attention at a large Cincinnati hospital nearby.

• What types of infections or other conditions may be responsible?

Jump to the next Clinical Focus box.

Clinical Focus
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Foundations of Genetics

Despite the discovery of DNA in the late 1800s, scientists did not make the association with heredity for many more
decades. To make this connection, scientists, including a number of microbiologists, performed many experiments on
plants, animals, and bacteria.

Mendel’s Pea Plants

While Miescher was isolating and discovering DNA in the 1860s, Austrian monk and botanist Johann Gregor Mendel
(1822–1884) was experimenting with garden peas, demonstrating and documenting basic patterns of inheritance, now
known as Mendel’s laws.

In 1856, Mendel began his decade-long research into inheritance patterns. He used the diploid garden pea, Pisum
sativum, as his primary model system because it naturally self-fertilizes and is highly inbred, producing “true-
breeding” pea plant lines—plants that always produce offspring that look like the parent. By experimenting with
true-breeding pea plants, Mendel avoided the appearance of unexpected traits in offspring that might occur if he
used plants that were not true-breeding. Mendel performed hybridizations, which involve mating two true-breeding
individuals (P generation) that have different traits, and examined the characteristics of their offspring (first filial
generation, F1) as well as the offspring of self-fertilization of the F1 generation (second filial generation, F2) (Figure
10.2).

Figure 10.2 In one of his experiments on inheritance patterns, Mendel crossed plants that were true- breeding for
violet flower color with plants true-breeding for white flower color (the P generation). The resulting hybrids in the F1
generation all had violet flowers. In the F2 generation, approximately three-quarters of the plants had violet flowers,
and one-quarter had white flowers.

In 1865, Mendel presented the results of his experiments with nearly 30,000 pea plants to the local natural history
society. He demonstrated that traits are transmitted faithfully from parents to offspring independently of other traits.
In 1866, he published his work, “Experiments in Plant Hybridization,”[1] in the Proceedings of the Natural History
Society of Brünn. Mendel’s work went virtually unnoticed by the scientific community, which believed, incorrectly,
in the theory of blending of traits in continuous variation.

He was not recognized for his extraordinary scientific contributions during his lifetime. In fact, it was not until 1900
that his work was rediscovered, reproduced, and revitalized by scientists on the brink of discovering the chromosomal
basis of heredity.

1. J.G. Mendel. “Versuche über Pflanzenhybriden.” Verhandlungen des naturforschenden Vereines in Brünn, Bd. Abhandlungen 4

(1865):3–7. (For English translation, see http://www.mendelweb.org/Mendel.plain.html)
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The Chromosomal Theory of Inheritance

Mendel carried out his experiments long before chromosomes were visualized under a microscope. However, with
the improvement of microscopic techniques during the late 1800s, cell biologists could stain and visualize subcellular
structures with dyes and observe their actions during meiosis. They were able to observe chromosomes replicating,
condensing from an amorphous nuclear mass into distinct X-shaped bodies and migrating to separate cellular poles.
The speculation that chromosomes might be the key to understanding heredity led several scientists to examine
Mendel’s publications and re-evaluate his model in terms of the behavior of chromosomes during mitosis and meiosis.

In 1902, Theodor Boveri (1862–1915) observed that in sea urchins, nuclear components (chromosomes) determined
proper embryonic development. That same year, Walter Sutton (1877–1916) observed the separation of chromosomes
into daughter cells during meiosis. Together, these observations led to the development of the Chromosomal Theory
of Inheritance, which identified chromosomes as the genetic material responsible for Mendelian inheritance.

Despite compelling correlations between the behavior of chromosomes during meiosis and Mendel’s observations, the
Chromosomal Theory of Inheritance was proposed long before there was any direct evidence that traits were carried
on chromosomes. Thomas Hunt Morgan (1866–1945) and his colleagues spent several years carrying out crosses with
the fruit fly, Drosophila melanogaster. They performed meticulous microscopic observations of fly chromosomes and
correlated these observations with resulting fly characteristics. Their work provided the first experimental evidence to
support the Chromosomal Theory of Inheritance in the early 1900s. In 1915, Morgan and his “Fly Room” colleagues
published The Mechanism of Mendelian Heredity, which identified chromosomes as the cellular structures responsible
for heredity. For his many significant contributions to genetics, Morgan received the Nobel Prize in Physiology or
Medicine in 1933.

In the late 1920s, Barbara McClintock (1902–1992) developed chromosomal staining techniques to visualize and
differentiate between the different chromosomes of maize (corn). In the 1940s and 1950s, she identified a breakage
event on chromosome 9, which she named the dissociation locus (Ds). Ds could change position within the
chromosome. She also identified an activator locus (Ac). Ds chromosome breakage could be activated by an Ac
element (transposase enzyme). At first, McClintock’s finding of these jumping genes, which we now call transposons,
was not accepted by the scientific community. It wasn’t until the 1960s and later that transposons were discovered
in bacteriophages, bacteria, and Drosophila. Today, we know that transposons are mobile segments of DNA that can
move within the genome of an organism. They can regulate gene expression, protein expression, and virulence (ability
to cause disease).

Microbes and Viruses in Genetic Research

Microbiologists have also played a crucial part in our understanding of genetics. Experimental organisms such as
Mendel’s garden peas, Morgan’s fruit flies, and McClintock’s corn had already been used successfully to pave the
way for an understanding of genetics. However, microbes and viruses were (and still are) excellent model systems
for the study of genetics because, unlike peas, fruit flies, and corn, they are propagated more easily in the laboratory,
growing to high population densities in a small amount of space and in a short time. In addition, because of their
structural simplicity, microbes and viruses are more readily manipulated genetically.

Fortunately, despite significant differences in size, structure, reproduction strategies, and other biological
characteristics, there is biochemical unity among all organisms; they have in common the same underlying molecules
responsible for heredity and the use of genetic material to give cells their varying characteristics. In the words of
French scientist Jacques Monod, “What is true for E. coli is also true for the elephant,” meaning that the biochemistry
of life has been maintained throughout evolution and is shared in all forms of life, from simple unicellular organisms
to large, complex organisms. This biochemical continuity makes microbes excellent models to use for genetic studies.

In a clever set of experiments in the 1930s and 1940s, German scientist Joachim Hämmerling (1901–1980), using
the single-celled alga Acetabularia as a microbial model, established that the genetic information in a eukaryotic cell
is housed within the nucleus. Acetabularia spp. are unusually large algal cells that grow asymmetrically, forming a
“foot” containing the nucleus, which is used for substrate attachment; a stalk; and an umbrella-like cap—structures
that can all be easily seen with the naked eye. In an early set of experiments, Hämmerling removed either the cap or
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the foot of the cells and observed whether new caps or feet were regenerated (Figure 10.3). He found that when the
foot of these cells was removed, new feet did not grow; however, when caps were removed from the cells, new caps
were regenerated. This suggested that the hereditary information was located in the nucleus-containing foot of each
cell.

Figure 10.3 (a) The cells of the single-celled alga Acetabularia measure 2–6 cm and have a cell morphology that
can be observed with the naked eye. Each cell has a cap, a stalk, and a foot, which contains the nucleus. (b)
Hämmerling found that if he removed the cap, a new cap would regenerate; but if he removed the foot, a new foot
would not regenerate. He concluded that the genetic information needed for regeneration was found in the nucleus.
(credit a: modification of work by James St. John)

In another set of experiments, Hämmerling used two species of Acetabularia that have different cap morphologies, A.
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crenulata and A. mediterranea (Figure 10.4). He cut the caps from both types of cells and then grafted the stalk from
an A. crenulata onto an A. mediterranea foot, and vice versa. Over time, he observed that the grafted cell with the A.
crenulata foot and A. mediterranea stalk developed a cap with the A. crenulata morphology. Conversely, the grafted
cell with the A. mediterranea foot and A. crenulata stalk developed a cap with the A. mediterranea morphology. He
microscopically confirmed the presence of nuclei in the feet of these cells and attributed the development of these cap
morphologies to the nucleus of each grafted cell. Thus, he showed experimentally that the nucleus was the location
of genetic material that dictated a cell’s properties.

Figure 10.4 In a second set of experiments, Hämmerling used two morphologically different species and grafted
stalks from each species to the feet of the other. He found that the properties of the regenerated caps were dictated
by the species of the nucleus-containing foot.

Another microbial model, the red bread mold Neurospora crassa, was used by George Beadle and Edward Tatum
to demonstrate the relationship between genes and the proteins they encode. Beadle had worked with fruit flies in
Morgan’s laboratory but found them too complex to perform certain types of experiments. N. crassa, on the other
hand, is a simpler organism and has the ability to grow on a minimal medium because it contains enzymatic pathways
that allow it to use the medium to produce its own vitamins and amino acids.

Beadle and Tatum irradiated the mold with X-rays to induce changes to a sequence of nucleic acids, called mutations.
They mated the irradiated mold spores and attempted to grow them on both a complete medium and a minimal
medium. They looked for mutants that grew on a complete medium, supplemented with vitamins and amino acids, but
did not grow on the minimal medium lacking these supplements. Such molds theoretically contained mutations in the
genes that encoded biosynthetic pathways. Upon finding such mutants, they systematically tested each to determine
which vitamin or amino acid it was unable to produce (Figure 10.5) and published this work in 1941.[2]
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Figure 10.5 Beadle and Tatum’s experiment involved the mating of irradiated and nonirradiated mold spores. These
spores were grown on both complete medium and a minimal medium to determine which amino acid or vitamin the
mutant was unable to produce on its own.

Subsequent work by Beadle, Tatum, and colleagues showed that they could isolate different classes of mutants that
required a particular supplement, like the amino acid arginine (Figure 10.6). With some knowledge of the arginine
biosynthesis pathway, they identified three classes of arginine mutants by supplementing the minimal medium with
intermediates (citrulline or ornithine) in the pathway. The three mutants differed in their abilities to grow in each of the
media, which led the group of scientists to propose, in 1945, that each type of mutant had a defect in a different gene
in the arginine biosynthesis pathway. This led to the so-called one gene–one enzyme hypothesis, which suggested that
each gene encodes one enzyme.

Subsequent knowledge about the processes of transcription and translation led scientists to revise this to the “one
gene–one polypeptide” hypothesis. Although there are some genes that do not encode polypeptides (but rather encode
for transfer RNAs [tRNAs] or ribosomal RNAs [rRNAs], which we will discuss later), the one gene–one enzyme
hypothesis is true in many cases, especially in microbes. Beadle and Tatum’s discovery of the link between genes and
corresponding characteristics earned them the 1958 Nobel Prize in Physiology and Medicine and has since become
the basis for modern molecular genetics.

2. G.W. Beadle, E.L. Tatum. “Genetic Control of Biochemical Reactions in Neurospora.” Proceedings of the National Academy of Sciences

27 no. 11 (1941):499–506.
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Figure 10.6 Three classes of arginine mutants were identified, each differing in their ability to grow in the presence
of intermediates in the arginine biosynthesis pathway. From this, Beadle and Tatum concluded that each mutant was
defective in a different gene encoding a different enzyme in the arginine biosynthesis pathway, leading to them to
their one gene–one enzyme hypothesis.

To learn more about the experiments of Beadle and Tatum, visit this website
(https://www.openstax.org/l/22expbeatatum) from the DNA Learning Center.

• What organism did Morgan and his colleagues use to develop the Chromosomal Theory of Inheritance? What
traits did they track?

• What did Hämmerling prove with his experiments on Acetabularia?

Link to Learning
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DNA as the Molecule Responsible for Heredity

By the beginning of the 20th century, a great deal of work had already been done on characterizing DNA and
establishing the foundations of genetics, including attributing heredity to chromosomes found within the nucleus.
Despite all of this research, it was not until well into the 20th century that these lines of research converged and
scientists began to consider that DNA could be the genetic material that offspring inherited from their parents. DNA,
containing only four different nucleotides, was thought to be structurally too simple to encode such complex genetic
information. Instead, protein was thought to have the complexity required to serve as cellular genetic information
because it is composed of 20 different amino acids that could be combined in a huge variety of combinations.
Microbiologists played a pivotal role in the research that determined that DNA is the molecule responsible for
heredity.

Griffith’s Transformation Experiments

British bacteriologist Frederick Griffith (1879–1941) was perhaps the first person to show that hereditary information
could be transferred from one cell to another “horizontally” (between members of the same generation), rather than
“vertically” (from parent to offspring). In 1928, he reported the first demonstration of bacterial transformation, a
process in which external DNA is taken up by a cell, thereby changing its characteristics.[3] He was working with
two strains of Streptococcus pneumoniae, a bacterium that causes pneumonia: a rough (R) strain and a smooth (S)
strain. The R strain is nonpathogenic and lacks a capsule on its outer surface; as a result, colonies from the R strain
appear rough when grown on plates. The S strain is pathogenic and has a capsule outside its cell wall, allowing it
to escape phagocytosis by the host immune system. The capsules cause colonies from the S strain to appear smooth
when grown on plates.

In a series of experiments, Griffith analyzed the effects of live R, live S, and heat-killed S strains of S. pneumoniae on
live mice (Figure 10.7). When mice were injected with the live S strain, the mice died. When he injected the mice
with the live R strain or the heat-killed S strain, the mice survived. But when he injected the mice with a mixture of
live R strain and heat-killed S strain, the mice died. Upon isolating the live bacteria from the dead mouse, he only
recovered the S strain of bacteria. When he then injected this isolated S strain into fresh mice, the mice died. Griffith
concluded that something had passed from the heat-killed S strain into the live R strain and “transformed” it into
the pathogenic S strain; he called this the “transforming principle.” These experiments are now famously known as
Griffith’s transformation experiments.

3. F. Griffith. “The Significance of Pneumococcal Types.” Journal of Hygiene 27 no. 2 (1928):8–159.
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Figure 10.7 In his famous series of experiments, Griffith used two strains of S. pneumoniae. The S strain is
pathogenic and causes death. Mice injected with the nonpathogenic R strain or the heat-killed S strain survive.
However, a combination of the heat-killed S strain and the live R strain causes the mice to die. The S strain recovered
from the dead mouse showed that something had passed from the heat-killed S strain to the R strain, transforming
the R strain into an S strain in the process.

In 1944, Oswald Avery, Colin MacLeod, and Maclyn McCarty were interested in exploring Griffith’s transforming
principle further. They isolated the S strain from infected dead mice, heat-killed it, and inactivated various
components of the S extract, conducting a systematic elimination study (Figure 10.8). They used enzymes that
specifically degraded proteins, RNA, and DNA and mixed the S extract with each of these individual enzymes.
Then, they tested each extract/enzyme combination’s resulting ability to transform the R strain, as observed by the
diffuse growth of the S strain in culture media and confirmed visually by growth on plates. They found that when
DNA was degraded, the resulting mixture was no longer able to transform the R strain bacteria, whereas no other
enzymatic treatment was able to prevent transformation. This led them to conclude that DNA was the transforming
principle. Despite their results, many scientists did not accept their conclusion, instead believing that there were
protein contaminants within their extracts.
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Figure 10.8 Oswald Avery, Colin MacLeod, and Maclyn McCarty followed up on Griffith’s experiment and
experimentally determined that the transforming principle was DNA.
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• How did Avery, MacLeod, and McCarty’s experiments show that DNA was the transforming principle first
described by Griffith?

Hershey and Chase’s Proof of DNA as Genetic Material

Alfred Hershey and Martha Chase performed their own experiments in 1952 and were able to provide confirmatory
evidence that DNA, not protein, was the genetic material (Figure 10.9).[4] Hershey and Chase were studying a
bacteriophage, a virus that infects bacteria. Viruses typically have a simple structure: a protein coat, called the
capsid, and a nucleic acid core that contains the genetic material, either DNA or RNA (see Viruses). The particular
bacteriophage they were studying was the T2 bacteriophage, which infects E. coli cells. As we now know today, T2
attaches to the surface of the bacterial cell and then it injects its nucleic acids inside the cell. The phage DNA makes
multiple copies of itself using the host machinery, and eventually the host cell bursts, releasing a large number of
bacteriophages.

Hershey and Chase labeled the protein coat in one batch of phage using radioactive sulfur, 35S, because sulfur is found
in the amino acids methionine and cysteine but not in nucleic acids. They labeled the DNA in another batch using
radioactive phosphorus, 32P, because phosphorus is found in DNA and RNA but not typically in protein.

Each batch of phage was allowed to infect the cells separately. After infection, Hershey and Chase put each phage
bacterial suspension in a blender, which detached the phage coats from the host cell, and spun down the resulting
suspension in a centrifuge. The heavier bacterial cells settled down and formed a pellet, whereas the lighter phage
particles stayed in the supernatant. In the tube with the protein labeled, the radioactivity remained only in the
supernatant. In the tube with the DNA labeled, the radioactivity was detected only in the bacterial cells. Hershey and
Chase concluded that it was the phage DNA that was injected into the cell that carried the information to produce
more phage particles, thus proving that DNA, not proteins, was the source of the genetic material. As a result of their
work, the scientific community more broadly accepted DNA as the molecule responsible for heredity.

4. A.D. Hershey, M. Chase. “Independent Functions of Viral Protein and Nucleic Acid in Growth of Bacteriophage.” Journal of General

Physiology 36 no. 1 (1952):39–56.
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Figure 10.9 Martha Chase and Alfred Hershey conducted an experiment separately labeling the DNA and proteins
of the T2 bacteriophage to determine which component was the genetic material responsible for the production of
new phage particles.

By the time Hershey and Chase published their experiment in the early 1950s, microbiologists and other scientists
had been researching heredity for over 80 years. Building on one another’s research during that time culminated in
the general agreement that DNA was the genetic material responsible for heredity (Figure 10.10). This knowledge
set the stage for the age of molecular biology to come and the significant advancements in biotechnology and systems
biology that we are experiencing today.

To learn more about the experiments involved in the history of genetics and the
discovery of DNA as the genetic material of cells, visit this website
(https://www.openstax.org/l/22dnalearncen) from the DNA Learning Center.

• How did Hershey and Chase use microbes to prove that DNA is genetic material?

Link to Learning
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Figure 10.10 A timeline of key events leading up to the identification of DNA as the molecule responsible for
heredity

10.2 Structure and Function of DNA

Learning Objectives
• Describe the biochemical structure of deoxyribonucleotides

• Identify the base pairs used in the synthesis of deoxyribonucleotides

• Explain why the double helix of DNA is described as antiparallel

In Microbial Metabolism, we discussed three classes of macromolecules: proteins, lipids, and carbohydrates. In
this chapter, we will discuss a fourth class of macromolecules: nucleic acids. Like other macromolecules, nucleic
acids are composed of monomers, called nucleotides, which are polymerized to form large strands. Each nucleic
acid strand contains certain nucleotides that appear in a certain order within the strand, called its base sequence. The
base sequence of deoxyribonucleic acid (DNA) is responsible for carrying and retaining the hereditary information
in a cell. In Mechanisms of Microbial Genetics, we will discuss in detail the ways in which DNA uses its own
base sequence to direct its own synthesis, as well as the synthesis of RNA and proteins, which, in turn, gives rise to
products with diverse structure and function. In this section, we will discuss the basic structure and function of DNA.

DNA Nucleotides

The building blocks of nucleic acids are nucleotides. Nucleotides that compose DNA are called
deoxyribonucleotides. The three components of a deoxyribonucleotide are a five-carbon sugar called deoxyribose, a
phosphate group, and a nitrogenous base, a nitrogen-containing ring structure that is responsible for complementary
base pairing between nucleic acid strands (Figure 10.11). The carbon atoms of the five-carbon deoxyribose are
numbered 1ʹ, 2ʹ, 3ʹ, 4ʹ, and 5ʹ (1ʹ is read as “one prime”). A nucleoside comprises the five-carbon sugar and
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nitrogenous base.

Figure 10.11 (a) Each deoxyribonucleotide is made up of a sugar called deoxyribose, a phosphate group, and a
nitrogenous base—in this case, adenine. (b) The five carbons within deoxyribose are designated as 1ʹ, 2ʹ, 3ʹ, 4ʹ, and
5ʹ.

The deoxyribonucleotide is named according to the nitrogenous bases (Figure 10.12). The nitrogenous bases
adenine (A) and guanine (G) are the purines; they have a double-ring structure with a six-carbon ring fused to a
five-carbon ring. The pyrimidines, cytosine (C) and thymine (T), are smaller nitrogenous bases that have only a six-
carbon ring structure.

Figure 10.12 Nitrogenous bases within DNA are categorized into the two-ringed purines adenine and guanine and
the single-ringed pyrimidines cytosine and thymine. Thymine is unique to DNA.

Individual nucleoside triphosphates combine with each other by covalent bonds known as 5ʹ-3ʹ phosphodiester
bonds, or linkages whereby the phosphate group attached to the 5ʹ carbon of the sugar of one nucleotide bonds to
the hydroxyl group of the 3ʹ carbon of the sugar of the next nucleotide. Phosphodiester bonding between nucleotides
forms the sugar-phosphate backbone, the alternating sugar-phosphate structure composing the framework of a
nucleic acid strand (Figure 10.13). During the polymerization process, deoxynucleotide triphosphates (dNTP) are
used. To construct the sugar-phosphate backbone, the two terminal phosphates are released from the dNTP as a
pyrophosphate. The resulting strand of nucleic acid has a free phosphate group at the 5ʹ carbon end and a free
hydroxyl group at the 3ʹ carbon end. The two unused phosphate groups from the nucleotide triphosphate are released
as pyrophosphate during phosphodiester bond formation. Pyrophosphate is subsequently hydrolyzed, releasing the
energy used to drive nucleotide polymerization.
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Figure 10.13 Phosphodiester bonds form between the phosphate group attached to the 5ʹ carbon of one nucleotide
and the hydroxyl group of the 3ʹ carbon in the next nucleotide, bringing about polymerization of nucleotides in to
nucleic acid strands. Note the 5ʹ and 3ʹ ends of this nucleic acid strand.

• What is meant by the 5ʹ and 3ʹ ends of a nucleic acid strand?

Discovering the Double Helix

By the early 1950s, considerable evidence had accumulated indicating that DNA was the genetic material of cells,
and now the race was on to discover its three-dimensional structure. Around this time, Austrian biochemist Erwin
Chargaff[5] (1905–2002) examined the content of DNA in different species and discovered that adenine, thymine,
guanine, and cytosine were not found in equal quantities, and that it varied from species to species, but not between
individuals of the same species. He found that the amount of adenine was very close to equaling the amount of
thymine, and the amount of cytosine was very close to equaling the amount of guanine, or A = T and G = C. These
relationships are also known as Chargaff’s rules.

Other scientists were also actively exploring this field during the mid-20th century. In 1952, American scientist Linus
Pauling (1901–1994) was the world’s leading structural chemist and odds-on favorite to solve the structure of DNA.
Pauling had earlier discovered the structure of protein α helices, using X-ray diffraction, and, based upon X-ray
diffraction images of DNA made in his laboratory, he proposed a triple-stranded model of DNA.[6] At the same time,

5. N. Kresge et al. “Chargaff's Rules: The Work of Erwin Chargaff.” Journal of Biological Chemistry 280 (2005):e21.

420 Chapter 10 | Biochemistry of the Genome

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5



British researchers Rosalind Franklin (1920–1958) and her graduate student R.G. Gosling were also using X-ray
diffraction to understand the structure of DNA (Figure 10.14). It was Franklin’s scientific expertise that resulted in
the production of more well-defined X-ray diffraction images of DNA that would clearly show the overall double-
helix structure of DNA.

Figure 10.14 The X-ray diffraction pattern of DNA shows its helical nature. (credit: National Institutes of Health)

James Watson (1928–), an American scientist, and Francis Crick (1916–2004), a British scientist, were working
together in the 1950s to discover DNA’s structure. They used Chargaff’s rules and Franklin and Wilkins’ X-ray
diffraction images of DNA fibers to piece together the purine-pyrimidine pairing of the double helical DNA molecule
(Figure 10.15). In April 1953, Watson and Crick published their model of the DNA double helix in Nature.[7] The
same issue additionally included papers by Wilkins and colleagues,[8] as well as by Franklin and Gosling,[9] each
describing different aspects of the molecular structure of DNA. In 1962, James Watson, Francis Crick, and Maurice
Wilkins were awarded the Nobel Prize in Physiology and Medicine. Unfortunately, by then Franklin had died, and
Nobel prizes at the time were not awarded posthumously. Work continued, however, on learning about the structure
of DNA. In 1973, Alexander Rich (1924–2015) and colleagues were able to analyze DNA crystals to confirm and
further elucidate DNA structure.[10]

6. L. Pauling, “A Proposed Structure for the Nucleic Acids.” Proceedings of the National Academy of Science of the United States of

America 39 no. 2 (1953):84–97.

7. J.D. Watson, F.H.C. Crick. “A Structure for Deoxyribose Nucleic Acid.” Nature 171 no. 4356 (1953):737–738.

8. M.H.F. Wilkins et al. “Molecular Structure of Deoxypentose Nucleic Acids.” Nature 171 no. 4356 (1953):738–740.

9. R. Franklin, R.G. Gosling. “Molecular Configuration in Sodium Thymonucleate.” Nature 171 no. 4356 (1953):740–741.

10. R.O. Day et al. “A Crystalline Fragment of the Double Helix: The Structure of the Dinucleoside Phosphate Guanylyl-3',5'-Cytidine.”

Proceedings of the National Academy of Sciences of the United States of America 70 no. 3 (1973):849–853.
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Figure 10.15 In 1953, James Watson and Francis Crick built this model of the structure of DNA, shown here on
display at the Science Museum in London.

• Which scientists are given most of the credit for describing the molecular structure of DNA?

DNA Structure

Watson and Crick proposed that DNA is made up of two strands that are twisted around each other to form a right-
handed helix. The two DNA strands are antiparallel, such that the 3ʹ end of one strand faces the 5ʹ end of the
other (Figure 10.16). The 3ʹ end of each strand has a free hydroxyl group, while the 5ʹ end of each strand has a
free phosphate group. The sugar and phosphate of the polymerized nucleotides form the backbone of the structure,
whereas the nitrogenous bases are stacked inside. These nitrogenous bases on the interior of the molecule interact
with each other, base pairing.

Analysis of the diffraction patterns of DNA has determined that there are approximately 10 bases per turn in DNA.
The asymmetrical spacing of the sugar-phosphate backbones generates major grooves (where the backbone is far
apart) and minor grooves (where the backbone is close together) (Figure 10.16). These grooves are locations where
proteins can bind to DNA. The binding of these proteins can alter the structure of DNA, regulate replication, or
regulate transcription of DNA into RNA.
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Figure 10.16 Watson and Crick proposed the double helix model for DNA. (a) The sugar-phosphate backbones are
on the outside of the double helix and purines and pyrimidines form the “rungs” of the DNA helix ladder. (b) The two
DNA strands are antiparallel to each other. (c) The direction of each strand is identified by numbering the carbons (1
through 5) in each sugar molecule. The 5ʹ end is the one where carbon #5 is not bound to another nucleotide; the 3ʹ
end is the one where carbon #3 is not bound to another nucleotide.

Base pairing takes place between a purine and pyrimidine. In DNA, adenine (A) and thymine (T) are complementary
base pairs, and cytosine (C) and guanine (G) are also complementary base pairs, explaining Chargaff’s rules (Figure
10.17). The base pairs are stabilized by hydrogen bonds; adenine and thymine form two hydrogen bonds between
them, whereas cytosine and guanine form three hydrogen bonds between them.

Figure 10.17 Hydrogen bonds form between complementary nitrogenous bases on the interior of DNA.

In the laboratory, exposing the two DNA strands of the double helix to high temperatures or to certain chemicals
can break the hydrogen bonds between complementary bases, thus separating the strands into two separate single
strands of DNA (single-stranded DNA [ssDNA]). This process is called DNA denaturation and is analogous to
protein denaturation, as described in Proteins. The ssDNA strands can also be put back together as double-stranded
DNA (dsDNA), through reannealing or renaturing by cooling or removing the chemical denaturants, allowing these
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hydrogen bonds to reform. The ability to artificially manipulate DNA in this way is the basis for several important
techniques in biotechnology (Figure 10.18). Because of the additional hydrogen bonding between the C = G base
pair, DNA with a high GC content is more difficult to denature than DNA with a lower GC content.

Figure 10.18 In the laboratory, the double helix can be denatured to single-stranded DNA through exposure to heat
or chemicals, and then renatured through cooling or removal of chemical denaturants to allow the DNA strands to
reanneal. (credit: modification of work by Hernández-Lemus E, Nicasio-Collazo LA, Castañeda-Priego R)

View an animation (https://www.openstax.org/l/22dnastruanim) on DNA
structure from the DNA Learning Center to learn more.

• What are the two complementary base pairs of DNA and how are they bonded together?

DNA Function

DNA stores the information needed to build and control the cell. The transmission of this information from mother
to daughter cells is called vertical gene transfer and it occurs through the process of DNA replication. DNA is
replicated when a cell makes a duplicate copy of its DNA, then the cell divides, resulting in the correct distribution of
one DNA copy to each resulting cell. DNA can also be enzymatically degraded and used as a source of nucleosides
and nucleotides for the cell. Unlike other macromolecules, DNA does not serve a structural role in cells.

• How does DNA transmit genetic information to offspring?

Link to Learning
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Paving the Way for Women in Science and Health Professions

Historically, women have been underrepresented in the sciences and in medicine, and often their pioneering
contributions have gone relatively unnoticed. For example, although Rosalind Franklin performed the X-ray
diffraction studies demonstrating the double helical structure of DNA, it is Watson and Crick who became
famous for this discovery, building on her data. There still remains great controversy over whether their
acquisition of her data was appropriate and whether personality conflicts and gender bias contributed to the
delayed recognition of her significant contributions. Similarly, Barbara McClintock did pioneering work in maize
(corn) genetics from the 1930s through 1950s, discovering transposons (jumping genes), but she was not
recognized until much later, receiving a Nobel Prize in Physiology or Medicine in 1983 (Figure 10.19).

Today, women still remain underrepresented in many fields of science and medicine. While more than half
of the undergraduate degrees in science are awarded to women, only 46% of doctoral degrees in science
are awarded to women. In academia, the number of women at each level of career advancement continues
to decrease, with women holding less than one-third of the positions of Ph.D.-level scientists in tenure-track
positions, and less than one-quarter of the full professorships at 4-year colleges and universities.[11] Even in
the health professions, like nearly all other fields, women are often underrepresented in many medical careers
and earn significantly less than their male counterparts, as shown in a 2013 study published by the Journal of
the American Medical Association.[12]

Why do such disparities continue to exist and how do we break these cycles? The situation is complex and
likely results from the combination of various factors, including how society conditions the behaviors of girls
from a young age and supports their interests, both professionally and personally. Some have suggested that
women do not belong in the laboratory, including Nobel Prize winner Tim Hunt, whose 2015 public comments
suggesting that women are too emotional for science[13] were met with widespread condemnation.

Perhaps girls should be supported more from a young age in the areas of science and math (Figure 10.19).
Science, technology, engineering, and mathematics (STEM) programs sponsored by the American Association
of University Women (AAUW)[14] and National Aeronautics and Space Administration (NASA)[15] are excellent
examples of programs that offer such support. Contributions by women in science should be made known
more widely to the public, and marketing targeted to young girls should include more images of historically
and professionally successful female scientists and medical professionals, encouraging all bright young minds,
including girls and women, to pursue careers in science and medicine.

Eye on Ethics

11. N.H. Wolfinger “For Female Scientists, There's No Good Time to Have Children.” The Atlantic July 29, 2013.

http://www.theatlantic.com/sexes/archive/2013/07/for-female-scientists-theres-no-good-time-to-have-children/278165/.

12. S.A. Seabury et al. “Trends in the Earnings of Male and Female Health Care Professionals in the United States, 1987 to 2010.” Journal

of the American Medical Association Internal Medicine 173 no. 18 (2013):1748–1750.

13. E. Chung. “Tim Hunt, Sexism and Science: The Real 'Trouble With Girls' in Labs.” CBC News Technology and Science, June 12, 2015.

http://www.cbc.ca/news/technology/tim-hunt-sexism-and-science-the-real-trouble-with-girls-in-labs-1.3110133. Accessed 8/4/2016.

14. American Association of University Women. “Building a STEM Pipeline for Girls and Women.” http://www.aauw.org/what-we-do/

stem-education/. Accessed June 10, 2016.

15. National Aeronautics and Space Administration. “Outreach Programs: Women and Girls Initiative.” http://women.nasa.gov/outreach-

programs/. Accessed June 10, 2016.
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Figure 10.19 (a) Barbara McClintock’s work on maize genetics in the 1930s through 1950s resulted in the
discovery of transposons, but its significance was not recognized at the time. (b) Efforts to appropriately
mentor and to provide continued societal support for women in science and medicine may someday help
alleviate some of the issues preventing gender equality at all levels in science and medicine. (credit a:
modification of work by Smithsonian Institution; credit b: modification of work by Haynie SL, Hinkle AS, Jones
NL, Martin CA, Olsiewski PJ, Roberts MF)

Part 2

Based upon his symptoms, Alex’s physician suspects that he is suffering from a foodborne illness that he
acquired during his travels. Possibilities include bacterial infection (e.g., enterotoxigenic E. coli, Vibrio cholerae,
Campylobacter jejuni, Salmonella), viral infection (rotavirus or norovirus), or protozoan infection (Giardia
lamblia, Cryptosporidium parvum, or Entamoeba histolytica).

His physician orders a stool sample to identify possible causative agents (e.g., bacteria, cysts) and to look for
the presence of blood because certain types of infectious agents (like C. jejuni, Salmonella, and E. histolytica)
are associated with the production of bloody stools.

Alex’s stool sample showed neither blood nor cysts. Following analysis of his stool sample and based upon his
recent travel history, the hospital physician suspected that Alex was suffering from traveler’s diarrhea caused
by enterotoxigenic E. coli (ETEC), the causative agent of most traveler’s diarrhea. To verify the diagnosis and
rule out other possibilities, Alex’s physician ordered a diagnostic lab test of his stool sample to look for DNA
sequences encoding specific virulence factors of ETEC. The physician instructed Alex to drink lots of fluids to
replace what he was losing and discharged him from the hospital.

ETEC produces several plasmid-encoded virulence factors that make it pathogenic compared with typical E.
coli. These include the secreted toxins heat-labile enterotoxin (LT) and heat-stabile enterotoxin (ST), as well
as colonization factor (CF). Both LT and ST cause the excretion of chloride ions from intestinal cells to the
intestinal lumen, causing a consequent loss of water from intestinal cells, resulting in diarrhea. CF encodes a
bacterial protein that aids in allowing the bacterium to adhere to the lining of the small intestine.

• Why did Alex’s physician use genetic analysis instead of either isolation of bacteria from the stool
sample or direct Gram stain of the stool sample alone?

Clinical Focus
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Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

10.3 Structure and Function of RNA

Learning Objectives
• Describe the biochemical structure of ribonucleotides

• Describe the similarities and differences between RNA and DNA

• Describe the functions of the three main types of RNA used in protein synthesis

• Explain how RNA can serve as hereditary information

Structurally speaking, ribonucleic acid (RNA), is quite similar to DNA. However, whereas DNA molecules are
typically long and double stranded, RNA molecules are much shorter and are typically single stranded. RNA
molecules perform a variety of roles in the cell but are mainly involved in the process of protein synthesis (translation)
and its regulation.

RNA Structure

RNA is typically single stranded and is made of ribonucleotides that are linked by phosphodiester bonds. A
ribonucleotide in the RNA chain contains ribose (the pentose sugar), one of the four nitrogenous bases (A, U, G, and
C), and a phosphate group. The subtle structural difference between the sugars gives DNA added stability, making
DNA more suitable for storage of genetic information, whereas the relative instability of RNA makes it more suitable
for its more short-term functions. The RNA-specific pyrimidine uracil forms a complementary base pair with adenine
and is used instead of the thymine used in DNA. Even though RNA is single stranded, most types of RNA molecules
show extensive intramolecular base pairing between complementary sequences within the RNA strand, creating a
predictable three-dimensional structure essential for their function (Figure 10.20 and Figure 10.21).

Figure 10.20 (a) Ribonucleotides contain the pentose sugar ribose instead of the deoxyribose found in
deoxyribonucleotides. (b) RNA contains the pyrimidine uracil in place of thymine found in DNA.
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Figure 10.21 (a) DNA is typically double stranded, whereas RNA is typically single stranded. (b) Although it is single
stranded, RNA can fold upon itself, with the folds stabilized by short areas of complementary base pairing within the
molecule, forming a three-dimensional structure.

• How does the structure of RNA differ from the structure of DNA?

Functions of RNA in Protein Synthesis

Cells access the information stored in DNA by creating RNA to direct the synthesis of proteins through the process of
translation. Proteins within a cell have many functions, including building cellular structures and serving as enzyme
catalysts for cellular chemical reactions that give cells their specific characteristics. The three main types of RNA
directly involved in protein synthesis are messenger RNA (mRNA), ribosomal RNA (rRNA), and transfer RNA
(tRNA).

In 1961, French scientists François Jacob and Jacques Monod hypothesized the existence of an intermediary between
DNA and its protein products, which they called messenger RNA.[16] Evidence supporting their hypothesis was
gathered soon afterwards showing that information from DNA is transmitted to the ribosome for protein synthesis
using mRNA. If DNA serves as the complete library of cellular information, mRNA serves as a photocopy of specific
information needed at a particular point in time that serves as the instructions to make a protein.

The mRNA carries the message from the DNA, which controls all of the cellular activities in a cell. If a cell
requires a certain protein to be synthesized, the gene for this product is “turned on” and the mRNA is synthesized
through the process of transcription (see RNA Transcription). The mRNA then interacts with ribosomes and other

16. A. Rich. “The Era of RNA Awakening: Structural Biology of RNA in the Early Years.” Quarterly Reviews of Biophysics 42 no. 2

(2009):117–137.
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cellular machinery (Figure 10.22) to direct the synthesis of the protein it encodes during the process of translation
(see Protein Synthesis). mRNA is relatively unstable and short-lived in the cell, especially in prokaryotic cells,
ensuring that proteins are only made when needed.

Figure 10.22 A generalized illustration of how mRNA and tRNA are used in protein synthesis within a cell.

rRNA and tRNA are stable types of RNA. In prokaryotes and eukaryotes, tRNA and rRNA are encoded in the DNA,
then copied into long RNA molecules that are cut to release smaller fragments containing the individual mature RNA
species. In eukaryotes, synthesis, cutting, and assembly of rRNA into ribosomes takes place in the nucleolus region
of the nucleus, but these activities occur in the cytoplasm of prokaryotes. Neither of these types of RNA carries
instructions to direct the synthesis of a polypeptide, but they play other important roles in protein synthesis.

Ribosomes are composed of rRNA and protein. As its name suggests, rRNA is a major constituent of ribosomes,
composing up to about 60% of the ribosome by mass and providing the location where the mRNA binds. The
rRNA ensures the proper alignment of the mRNA, tRNA, and the ribosomes; the rRNA of the ribosome also has
an enzymatic activity (peptidyl transferase) and catalyzes the formation of the peptide bonds between two aligned
amino acids during protein synthesis. Although rRNA had long been thought to serve primarily a structural role, its
catalytic role within the ribosome was proven in 2000.[17] Scientists in the laboratories of Thomas Steitz (1940–) and
Peter Moore (1939–) at Yale University were able to crystallize the ribosome structure from Haloarcula marismortui,
a halophilic archaeon isolated from the Dead Sea. Because of the importance of this work, Steitz shared the 2009
Nobel Prize in Chemistry with other scientists who made significant contributions to the understanding of ribosome
structure.

Transfer RNA is the third main type of RNA and one of the smallest, usually only 70–90 nucleotides long. It carries
the correct amino acid to the site of protein synthesis in the ribosome. It is the base pairing between the tRNA and
mRNA that allows for the correct amino acid to be inserted in the polypeptide chain being synthesized (Figure
10.23). Any mutations in the tRNA or rRNA can result in global problems for the cell because both are necessary for
proper protein synthesis (Table 10.1).

17. P. Nissen et al. “The Structural Basis of Ribosome Activity in Peptide Bond Synthesis.” Science 289 no. 5481 (2000):920–930.
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Figure 10.23 A tRNA molecule is a single-stranded molecule that exhibits significant intracellular base pairing,
giving it its characteristic three-dimensional shape.

Structure and Function of RNA

mRNA rRNA tRNA

Structure Short, unstable, single-
stranded RNA
corresponding to a gene
encoded within DNA

Longer, stable RNA molecules
composing 60% of ribosome’s
mass

Short (70-90 nucleotides), stable
RNA with extensive
intramolecular base pairing;
contains an amino acid binding
site and an mRNA binding site

Function Serves as intermediary
between DNA and
protein; used by
ribosome to direct
synthesis of protein it
encodes

Ensures the proper alignment of
mRNA, tRNA, and ribosome
during protein synthesis;
catalyzes peptide bond formation
between amino acids

Carries the correct amino acid to
the site of protein synthesis in the
ribosome

Table 10.1

• What are the functions of the three major types of RNA molecules involved in protein synthesis?
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RNA as Hereditary Information

Although RNA does not serve as the hereditary information in most cells, RNA does hold this function for many
viruses that do not contain DNA. Thus, RNA clearly does have the additional capacity to serve as genetic information.
Although RNA is typically single stranded within cells, there is significant diversity in viruses. Rhinoviruses, which
cause the common cold; influenza viruses; and the Ebola virus are single-stranded RNA viruses. Rotaviruses, which
cause severe gastroenteritis in children and other immunocompromised individuals, are examples of double-stranded
RNA viruses. Because double-stranded RNA is uncommon in eukaryotic cells, its presence serves as an indicator of
viral infection. The implications for a virus having an RNA genome instead of a DNA genome are discussed in more
detail in Viruses.

10.4 Structure and Function of Cellular Genomes

Learning Objectives
• Define gene and genotype and differentiate genotype from phenotype

• Describe chromosome structure and packaging

• Compare prokaryotic and eukaryotic chromosomes

• Explain why extrachromosomal DNA is important in a cell

Thus far, we have discussed the structure and function of individual pieces of DNA and RNA. In this section, we will
discuss how all of an organism’s genetic material—collectively referred to as its genome—is organized inside of the
cell. Since an organism’s genetics to a large extent dictate its characteristics, it should not be surprising that organisms
differ in the arrangement of their DNA and RNA.

Genotype versus Phenotype

All cellular activities are encoded within a cell’s DNA. The sequence of bases within a DNA molecule represents
the genetic information of the cell. Segments of DNA molecules are called genes, and individual genes contain the
instructional code necessary for synthesizing various proteins, enzymes, or stable RNA molecules.

The full collection of genes that a cell contains within its genome is called its genotype. However, a cell does not
express all of its genes simultaneously. Instead, it turns on (expresses) or turns off certain genes when necessary.
The set of genes being expressed at any given point in time determines the cell’s activities and its observable
characteristics, referred to as its phenotype. Genes that are always expressed are known as constitutive genes; some
constitutive genes are known as housekeeping genes because they are necessary for the basic functions of the cell.

While the genotype of a cell remains constant, the phenotype may change in response to environmental signals (e.g.,
changes in temperature or nutrient availability) that affect which nonconstitutive genes are expressed. For example,
the oral bacterium Streptococcus mutans produces a sticky slime layer that allows it to adhere to teeth, forming dental
plaque; however, the genes that control the production of the slime layer are only expressed in the presence of sucrose
(table sugar). Thus, while the genotype of S. mutans is constant, its phenotype changes depending on the presence and
absence of sugar in its environment. Temperature can also regulate gene expression. For example, the gram-negative
bacterium Serratia marcescens, a pathogen frequently associated with hospital-acquired infections, produces a red
pigment at 28 °C but not at 37 °C, the normal internal temperature of the human body (Figure 10.24).
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Figure 10.24 Both plates contain strains of Serratia marcescens that have the gene for red pigment. However, this
gene is expressed at 28 °C (left) but not at 37 °C (right). (credit: modification of work by Ann Auman)

Organization of Genetic Material

The vast majority of an organism’s genome is organized into the cell’s chromosomes, which are discrete DNA
structures within cells that control cellular activity. Recall that while eukaryotic chromosomes are housed in the
membrane-bound nucleus, most prokaryotes contain a single, circular chromosome that is found in an area of the
cytoplasm called the nucleoid (see Unique Characteristics of Prokaryotic Cells). A chromosome may contain
several thousand genes.

Organization of Eukaryotic Chromosome

Chromosome structure differs somewhat between eukaryotic and prokaryotic cells. Eukaryotic chromosomes are
typically linear, and eukaryotic cells contain multiple distinct chromosomes. Many eukaryotic cells contain two
copies of each chromosome and, therefore, are diploid.

The length of a chromosome greatly exceeds the length of the cell, so a chromosome needs to be packaged into a very
small space to fit within the cell. For example, the combined length of all of the 3 billion base pairs[18] of DNA of
the human genome would measure approximately 2 meters if completely stretched out, and some eukaryotic genomes
are many times larger than the human genome. DNA supercoiling refers to the process by which DNA is twisted
to fit inside the cell. Supercoiling may result in DNA that is either underwound (less than one turn of the helix per
10 base pairs) or overwound (more than one turn per 10 base pairs) from its normal relaxed state. Proteins known
to be involved in supercoiling include topoisomerases; these enzymes help maintain the structure of supercoiled
chromosomes, preventing overwinding of DNA during certain cellular processes like DNA replication.

During DNA packaging, DNA-binding proteins called histones perform various levels of DNA wrapping and
attachment to scaffolding proteins. The combination of DNA with these attached proteins is referred to as chromatin.
In eukaryotes, the packaging of DNA by histones may be influenced by environmental factors that affect the presence
of methyl groups on certain cytosine nucleotides of DNA. The influence of environmental factors on DNA packaging
is called epigenetics. Epigenetics is another mechanism for regulating gene expression without altering the sequence
of nucleotides. Epigenetic changes can be maintained through multiple rounds of cell division and, therefore, can be
heritable.

18. National Human Genome Research Institute. “The Human Genome Project Completion: Frequently Asked Questions.”

https://www.genome.gov/11006943. Accessed June 10, 2016
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View this animation (https://www.openstax.org/l/22dnapackanim) from the
DNA Learning Center to learn more about on DNA packaging in eukaryotes.

Organization of Prokaryotic Chromosomes

Chromosomes in bacteria and archaea are usually circular, and a prokaryotic cell typically contains only a single
chromosome within the nucleoid. Because the chromosome contains only one copy of each gene, prokaryotes are
haploid. As in eukaryotic cells, DNA supercoiling is necessary for the genome to fit within the prokaryotic cell. The
DNA in the bacterial chromosome is arranged in several supercoiled domains. As with eukaryotes, topoisomerases
are involved in supercoiling DNA. DNA gyrase is a type of topoisomerase, found in bacteria and some archaea, that
helps prevent the overwinding of DNA. (Some antibiotics kill bacteria by targeting DNA gyrase.) In addition, histone-
like proteins bind DNA and aid in DNA packaging. Other proteins bind to the origin of replication, the location in
the chromosome where DNA replication initiates. Because different regions of DNA are packaged differently, some
regions of chromosomal DNA are more accessible to enzymes and thus may be used more readily as templates for
gene expression. Interestingly, several bacteria, including Helicobacter pylori and Shigella flexneri, have been shown
to induce epigenetic changes in their hosts upon infection, leading to chromatin remodeling that may cause long-term
effects on host immunity.[19]

• What is the difference between a cell’s genotype and its phenotype?

• How does DNA fit inside cells?

Noncoding DNA

In addition to genes, a genome also contains many regions of noncoding DNA that do not encode proteins or stable
RNA products. Noncoding DNA is commonly found in areas prior to the start of coding sequences of genes as well
as in intergenic regions (i.e., DNA sequences located between genes) (Figure 10.25).

Link to Learning

19. H. Bierne et al. “Epigenetics and Bacterial Infections.” Cold Spring Harbor Perspectives in Medicine 2 no. 12 (2012):a010272.
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Figure 10.25 Chromosomes typically have a significant amount of noncoding DNA, often found in intergenic
regions.

Prokaryotes appear to use their genomes very efficiently, with only an average of 12% of the genome being taken
up by noncoding sequences. In contrast, noncoding DNA can represent about 98% of the genome in eukaryotes, as
seen in humans, but the percentage of noncoding DNA varies between species.[20] These noncoding DNA regions
were once referred to as “junk DNA”; however, this terminology is no longer widely accepted because scientists have
since found roles for some of these regions, many of which contribute to the regulation of transcription or translation
through the production of small noncoding RNA molecules, DNA packaging, and chromosomal stability. Although
scientists may not fully understand the roles of all noncoding regions of DNA, it is generally believed that they do
have purposes within the cell.

• What is the role of noncoding DNA?

Extrachromosomal DNA

Although most DNA is contained within a cell’s chromosomes, many cells have additional molecules of DNA outside
the chromosomes, called extrachromosomal DNA, that are also part of its genome. The genomes of eukaryotic
cells would also include the chromosomes from any organelles such as mitochondria and/or chloroplasts that these
cells maintain (Figure 10.26). The maintenance of circular chromosomes in these organelles is a vestige of their
prokaryotic origins and supports the endosymbiotic theory (see Foundations of Modern Cell Theory). In
some cases, genomes of certain DNA viruses can also be maintained independently in host cells during latent
viral infection. In these cases, these viruses are another form of extrachromosomal DNA. For example, the human
papillomavirus (HPV) may be maintained in infected cells in this way.

20. R.J. Taft et al. “The Relationship between Non-Protein-Coding DNA and Eukaryotic Complexity.” Bioessays 29 no. 3 (2007):288–299.
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Figure 10.26 The genome of a eukaryotic cell consists of the chromosome housed in the nucleus, and
extrachromosomal DNA found in the mitochondria (all cells) and chloroplasts (plants and algae).

Besides chromosomes, some prokaryotes also have smaller loops of DNA called plasmids that may contain one or a
few genes not essential for normal growth (Figure 3.12). Bacteria can exchange these plasmids with other bacteria in
a process known as horizontal gene transfer HGT). The exchange of genetic material on plasmids sometimes provides
microbes with new genes beneficial for growth and survival under special conditions. In some cases, genes obtained
from plasmids may have clinical implications, encoding virulence factors that give a microbe the ability to cause
disease or make a microbe resistant to certain antibiotics. Plasmids are also used heavily in genetic engineering and
biotechnology as a way to move genes from one cell to another. The role of plasmids in horizontal gene transfer and
biotechnology will be discussed further in Mechanisms of Microbial Genetics and Modern Applications of
Microbial Genetics.

• How are plasmids involved in antibiotic resistance?

Lethal Plasmids

Maria, a 20-year-old anthropology student from Texas, recently became ill in the African nation of Botswana,
where she was conducting research as part of a study-abroad program. Maria’s research was focused on
traditional African methods of tanning hides for the production of leather. Over a period of three weeks, she
visited a tannery daily for several hours to observe and participate in the tanning process. One day, after
returning from the tannery, Maria developed a fever, chills, and a headache, along with chest pain, muscle
aches, nausea, and other flu-like symptoms. Initially, she was not concerned, but when her fever spiked and
she began to cough up blood, her African host family became alarmed and rushed her to the hospital, where
her condition continued to worsen.

After learning about her recent work at the tannery, the physician suspected that Maria had been exposed to
anthrax. He ordered a chest X-ray, a blood sample, and a spinal tap, and immediately started her on a course
of intravenous penicillin. Unfortunately, lab tests confirmed the physician’s presumptive diagnosis. Maria’s
chest X-ray exhibited pleural effusion, the accumulation of fluid in the space between the pleural membranes,

Case in Point
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and a Gram stain of her blood revealed the presence of gram-positive, rod-shaped bacteria in short chains,
consistent with Bacillus anthracis. Blood and bacteria were also shown to be present in her cerebrospinal
fluid, indicating that the infection had progressed to meningitis. Despite supportive treatment and aggressive
antibiotic therapy, Maria slipped into an unresponsive state and died three days later.

Anthrax is a disease caused by the introduction of endospores from the gram-positive bacterium B. anthracis
into the body. Once infected, patients typically develop meningitis, often with fatal results. In Maria’s case, she
inhaled the endospores while handling the hides of animals that had been infected.

The genome of B. anthracis illustrates how small structural differences can lead to major differences in
virulence. In 2003, the genomes of B. anthracis and Bacillus cereus, a similar but less pathogenic bacterium
of the same genus, were sequenced and compared.[21] Researchers discovered that the 16S rRNA gene
sequences of these bacteria are more than 99% identical, meaning that they are actually members of the same
species despite their traditional classification as separate species. Although their chromosomal sequences
also revealed a great deal of similarity, several virulence factors of B. anthracis were found to be encoded on
two large plasmids not found in B. cereus. The plasmid pX01 encodes a three-part toxin that suppresses the
host immune system, whereas the plasmid pX02 encodes a capsular polysaccharide that further protects the
bacterium from the host immune system (Figure 10.27). Since B. cereus lacks these plasmids, it does not
produce these virulence factors, and although it is still pathogenic, it is typically associated with mild cases
of diarrhea from which the body can quickly recover. Unfortunately for Maria, the presence of these toxin-
encoding plasmids in B. anthracis gives it its lethal virulence.

Figure 10.27 Genome sequencing of Bacillus anthracis and its close relative B. cereus reveals that the
pathogenicity of B. anthracis is due to the maintenance of two plasmids, pX01 and pX02, which encode
virulence factors.

• What do you think would happen to the pathogenicity of B. anthracis if it lost one or both of its plasmids?

Resolution

Within 24 hours, the results of the diagnostic test analysis of Alex’s stool sample revealed that it was positive
for heat-labile enterotoxin (LT), heat-stabile enterotoxin (ST), and colonization factor (CF), confirming the
hospital physician’s suspicion of ETEC. During a follow-up with Alex’s family physician, this physician noted
that Alex’s symptoms were not resolving quickly and he was experiencing discomfort that was preventing
him from returning to classes. The family physician prescribed Alex a course of ciprofloxacin to resolve his
symptoms. Fortunately, the ciprofloxacin resolved Alex’s symptoms within a few days.

Clinical Focus

21. N. Ivanova et al. “Genome Sequence of Bacillus cereus and Comparative Analysis with Bacillus anthracis.” Nature 423 no. 6935

(2003):87–91.
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Alex likely got his infection from ingesting contaminated food or water. Emerging industrialized countries like
Mexico are still developing sanitation practices that prevent the contamination of water with fecal material.
Travelers in such countries should avoid the ingestion of undercooked foods, especially meats, seafood,
vegetables, and unpasteurized dairy products. They should also avoid use of water that has not been treated;
this includes drinking water, ice cubes, and even water used for brushing teeth. Using bottled water for these
purposes is a good alternative. Good hygiene (handwashing) can also aid the prevention of an ETEC infection.
Alex had not been careful about his food or water consumption, which led to his illness.

Alex’s symptoms were very similar to those of cholera, caused by the gram-negative bacterium Vibrio cholerae,
which also produces a toxin similar to ST and LT. At some point in the evolutionary history of ETEC, a
nonpathogenic strain of E. coli similar to those typically found in the gut may have acquired the genes encoding
the ST and LT toxins from V. cholerae. The fact that the genes encoding those toxins are encoded on
extrachromosomal plasmids in ETEC supports the idea that these genes were acquired by E. coli and are likely
maintained in bacterial populations through horizontal gene transfer.

Go back to the previous Clinical Focus box.

Viral Genomes

Viral genomes exhibit significant diversity in structure. Some viruses have genomes that consist of DNA as their
genetic material. This DNA may be single stranded, as exemplified by human parvoviruses, or double stranded, as
seen in the herpesviruses and poxviruses. Additionally, although all cellular life uses DNA as its genetic material,
some viral genomes are made of either single-stranded or double-stranded RNA molecules, as we have discussed.
Viral genomes are typically smaller than most bacterial genomes, encoding only a few genes, because they rely on
their hosts to carry out many of the functions required for their replication. The diversity of viral genome structures
and their implications for viral replication life cycles are discussed in more detail in The Viral Life Cycle.

• Why do viral genomes vary widely among viruses?

Genome Size Matters

There is great variation in size of genomes among different organisms. Most eukaryotes maintain multiple
chromosomes; humans, for example have 23 pairs, giving them 46 chromosomes. Despite being large
at 3 billion base pairs, the human genome is far from the largest genome. Plants often maintain very
large genomes, up to 150 billion base pairs, and commonly are polyploid, having multiple copies of each
chromosome.

The size of bacterial genomes also varies considerably, although they tend to be smaller than eukaryotic
genomes (Figure 10.28). Some bacterial genomes may be as small as only 112,000 base pairs. Often, the
size of a bacterium’s genome directly relates to how much the bacterium depends on its host for survival.
When a bacterium relies on the host cell to carry out certain functions, it loses the genes encoding the abilities
to carry out those functions itself. These types of bacterial endosymbionts are reminiscent of the prokaryotic
origins of mitochondria and chloroplasts.

From a clinical perspective, obligate intracellular pathogens also tend to have small genomes (some around

Micro Connections
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1 million base pairs). Because host cells supply most of their nutrients, they tend to have a reduced number
of genes encoding metabolic functions. Due to their small sizes, the genomes of organisms like Mycoplasma
genitalium (580,000 base pairs), Chlamydia trachomatis (1.0 million), Rickettsia prowazekii (1.1 million), and
Treponema pallidum (1.1 million) were some of the earlier bacterial genomes sequenced. Respectively, these
pathogens cause urethritis and pelvic inflammation, chlamydia, typhus, and syphilis.

Whereas obligate intracellular pathogens have unusually small genomes, other bacteria with a great variety of
metabolic and enzymatic capabilities have unusually large bacterial genomes. Pseudomonas aeruginosa, for
example, is a bacterium commonly found in the environment and is able to grow on a wide range of substrates.
Its genome contains 6.3 million base pairs, giving it a high metabolic ability and the ability to produce virulence
factors that cause several types of opportunistic infections.

Interestingly, there has been significant variability in genome size in viruses as well, ranging from 3,500 base
pairs to 2.5 million base pairs, significantly exceeding the size of many bacterial genomes. The great variation
observed in viral genome sizes further contributes to the great diversity of viral genome characteristics already
discussed.

Figure 10.28 There is great variability as well as overlap among the genome sizes of various groups of
organisms and viruses.
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Visit the genome database (https://www.openstax.org/l/22NCBIgendata) of
the National Center for Biotechnology Information (NCBI) to see the genomes
that have been sequenced and their sizes.

Summary

10.1 Using Microbiology to Discover the Secrets of Life
• DNA was discovered and characterized long before its role in heredity was understood. Microbiologists

played significant roles in demonstrating that DNA is the hereditary information found within cells.

• In the 1850s and 1860s, Gregor Mendel experimented with true-breeding garden peas to demonstrate the
heritability of specific observable traits.

• In 1869, Friedrich Miescher isolated and purified a compound rich in phosphorus from the nuclei of white
blood cells; he named the compound nuclein. Miescher’s student Richard Altmann discovered its acidic
nature, renaming it nucleic acid. Albrecht Kossell characterized the nucleotide bases found within nucleic
acids.

• Although Walter Sutton and Theodor Boveri proposed the Chromosomal Theory of Inheritance in 1902, it
was not scientifically demonstrated until the 1915 publication of the work of Thomas Hunt Morgan and his
colleagues.

• Using Acetabularia, a large algal cell, as his model system, Joachim Hämmerling demonstrated in the 1930s
and 1940s that the nucleus was the location of hereditary information in these cells.

• In the 1940s, George Beadle and Edward Tatum used the mold Neurospora crassa to show that each protein’s
production was under the control of a single gene, demonstrating the “one gene–one enzyme” hypothesis.

• In 1928, Frederick Griffith showed that dead encapsulated bacteria could pass genetic information to live
nonencapsulated bacteria and transform them into harmful strains. In 1944, Oswald Avery, Colin McLeod,
and Maclyn McCarty identified the compound as DNA.

• The nature of DNA as the molecule that stores genetic information was unequivocally demonstrated in the
experiment of Alfred Hershey and Martha Chase published in 1952. Labeled DNA from bacterial viruses
entered and infected bacterial cells, giving rise to more viral particles. The labeled protein coats did not
participate in the transmission of genetic information.

10.2 Structure and Function of DNA
• Nucleic acids are composed of nucleotides, each of which contains a pentose sugar, a phosphate group, and

a nitrogenous base. Deoxyribonucleotides within DNA contain deoxyribose as the pentose sugar.

• DNA contains the pyrimidines cytosine and thymine, and the purines adenine and guanine.

• Nucleotides are linked together by phosphodiester bonds between the 5ʹ phosphate group of one nucleotide
and the 3ʹ hydroxyl group of another. A nucleic acid strand has a free phosphate group at the 5ʹ end and a
free hydroxyl group at the 3ʹ end.

• Chargaff discovered that the amount of adenine is approximately equal to the amount of thymine in DNA,
and that the amount of the guanine is approximately equal to cytosine. These relationships were later
determined to be due to complementary base pairing.

• Watson and Crick, building on the work of Chargaff, Franklin and Gosling, and Wilkins, proposed the double
helix model and base pairing for DNA structure.

• DNA is composed of two complementary strands oriented antiparallel to each other with the phosphodiester
backbones on the exterior of the molecule. The nitrogenous bases of each strand face each other and

Link to Learning
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complementary bases hydrogen bond to each other, stabilizing the double helix.

• Heat or chemicals can break the hydrogen bonds between complementary bases, denaturing DNA. Cooling or
removing chemicals can lead to renaturation or reannealing of DNA by allowing hydrogen bonds to reform
between complementary bases.

• DNA stores the instructions needed to build and control the cell. This information is transmitted from parent
to offspring through vertical gene transfer.

10.3 Structure and Function of RNA
• Ribonucleic acid (RNA) is typically single stranded and contains ribose as its pentose sugar and the

pyrimidine uracil instead of thymine. An RNA strand can undergo significant intramolecular base pairing to
take on a three-dimensional structure.

• There are three main types of RNA, all involved in protein synthesis.

• Messenger RNA (mRNA) serves as the intermediary between DNA and the synthesis of protein products
during translation.

• Ribosomal RNA (rRNA) is a type of stable RNA that is a major constituent of ribosomes. It ensures the
proper alignment of the mRNA and the ribosomes during protein synthesis and catalyzes the formation of the
peptide bonds between two aligned amino acids during protein synthesis.

• Transfer RNA (tRNA) is a small type of stable RNA that carries an amino acid to the corresponding site of
protein synthesis in the ribosome. It is the base pairing between the tRNA and mRNA that allows for the
correct amino acid to be inserted in the polypeptide chain being synthesized.

• Although RNA is not used for long-term genetic information in cells, many viruses do use RNA as their
genetic material.

10.4 Structure and Function of Cellular Genomes
• The entire genetic content of a cell is its genome.

• Genes code for proteins, or stable RNA molecules, each of which carries out a specific function in the cell.

• Although the genotype that a cell possesses remains constant, expression of genes is dependent on
environmental conditions.

• A phenotype is the observable characteristics of a cell (or organism) at a given point in time and results from
the complement of genes currently being used.

• The majority of genetic material is organized into chromosomes that contain the DNA that controls cellular
activities.

• Prokaryotes are typically haploid, usually having a single circular chromosome found in the nucleoid.
Eukaryotes are diploid; DNA is organized into multiple linear chromosomes found in the nucleus.

• Supercoiling and DNA packaging using DNA binding proteins allows lengthy molecules to fit inside a cell.
Eukaryotes and archaea use histone proteins, and bacteria use different proteins with similar function.

• Prokaryotic and eukaryotic genomes both contain noncoding DNA, the function of which is not well
understood. Some noncoding DNA appears to participate in the formation of small noncoding RNA molecules
that influence gene expression; some appears to play a role in maintaining chromosomal structure and in DNA
packaging.

• Extrachromosomal DNA in eukaryotes includes the chromosomes found within organelles of prokaryotic
origin (mitochondria and chloroplasts) that evolved by endosymbiosis. Some viruses may also maintain
themselves extrachromosomally.

• Extrachromosomal DNA in prokaryotes is commonly maintained as plasmids that encode a few nonessential
genes that may be helpful under specific conditions. Plasmids can be spread through a bacterial community
by horizontal gene transfer.

• Viral genomes show extensive variation and may be composed of either RNA or DNA, and may be either
double or single stranded.
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Multiple Choice

1. Frederick Griffith infected mice with a combination
of dead R and live S bacterial strains. What was the
outcome, and why did it occur?

a. The mice will live. Transformation was not
required.

b. The mice will die. Transformation of genetic
material from R to S was required.

c. The mice will live. Transformation of genetic
material from S to R was required.

d. The mice will die. Transformation was not
required.

2. Why was the alga Acetabularia a good model
organism for Joachim Hämmerling to use to identify the
location of genetic material?

a. It lacks a nuclear membrane.
b. It self-fertilizes.
c. It is a large, asymmetrical, single cell easy to see

with the naked eye.
d. It makes a protein capsid.

3. Which of the following best describes the results
from Hershey and Chase’s experiment using bacterial
viruses with 35S-labeled proteins or 32P-labeled DNA
that are consistent with protein being the molecule
responsible for hereditary?

a. After infection with the 35S-labeled viruses and
centrifugation, only the pellet would be
radioactive.

b. After infection with the 35S-labeled viruses and
centrifugation, both the pellet and the
supernatant would be radioactive.

c. After infection with the 32P-labeled viruses and
centrifugation, only the pellet would be
radioactive.

d. After infection with the 32P-labeled viruses and
centrifugation, both the pellet and the
supernatant would be radioactive.

4. Which method did Morgan and colleagues use to
show that hereditary information was carried on
chromosomes?

a. statistical predictions of the outcomes of crosses
using true-breeding parents

b. correlations between microscopic observations
of chromosomal movement and the
characteristics of offspring

c. transformation of nonpathogenic bacteria to
pathogenic bacteria

d. mutations resulting in distinct defects in
metabolic enzymatic pathways

5. According to Beadle and Tatum’s “one gene–one
enzyme” hypothesis, which of the following enzymes
will eliminate the transformation of hereditary material
from pathogenic bacteria to nonpathogenic bacteria?

a. carbohydrate-degrading enzymes
b. proteinases
c. ribonucleases
d. deoxyribonucleases

6. Which of the following is not found within DNA?
a. thymine
b. phosphodiester bonds
c. complementary base pairing
d. amino acids

7. If 30% of the bases within a DNA molecule are
adenine, what is the percentage of thymine?

a. 20%
b. 25%
c. 30%
d. 35%

8. Which of the following statements about base
pairing in DNA is incorrect?

a. Purines always base pairs with pyrimidines.
b. Adenine binds to guanine.
c. Base pairs are stabilized by hydrogen bonds.
d. Base pairing occurs at the interior of the double

helix.

9. If a DNA strand contains the sequence 5ʹ-
ATTCCGGATCGA-3ʹ, which of the following is the
sequence of the complementary strand of DNA?

a. 5ʹ-TAAGGCCTAGCT-3ʹ
b. 5ʹ-ATTCCGGATCGA-3ʹ
c. 3ʹ-TAACCGGTACGT-5ʹ
d. 5ʹ-TCGATCCGGAAT-3ʹ

Review Questions
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10. During denaturation of DNA, which of the
following happens?

a. Hydrogen bonds between complementary bases
break.

b. Phosphodiester bonds break within the sugar-
phosphate backbone.

c. Hydrogen bonds within the sugar-phosphate
backbone break.

d. Phosphodiester bonds between complementary
bases break.

11. Which of the following types of RNA codes for a
protein?

a. dsRNA
b. mRNA
c. rRNA
d. tRNA

12. A nucleic acid is purified from a mixture. The
molecules are relatively small, contain uracil, and most
are covalently bound to an amino acid. Which of the
following was purified?

a. DNA
b. mRNA
c. rRNA
d. tRNA

13. Which of the following types of RNA is known for
its catalytic abilities?

a. dsRNA
b. mRNA
c. rRNA
d. tRNA

14. Ribosomes are composed of rRNA and what other
component?

a. protein
b. carbohydrates
c. DNA
d. mRNA

15. Which of the following may use RNA as its
genome?

a. a bacterium
b. an archaeon
c. a virus
d. a eukaryote

16. Which of the following correctly describes the
structure of the typical eukaryotic genome?

a. diploid
b. linear
c. singular
d. double stranded

17. Which of the following is typically found as part of
the prokaryotic genome?

a. chloroplast DNA
b. linear chromosomes
c. plasmids
d. mitochondrial DNA

18. Serratia marcescens cells produce a red pigment at
room temperature. The red color of the colonies is an
example of which of the following?

a. genotype
b. phenotype
c. change in DNA base composition
d. adaptation to the environment

19. Which of the following genes would not likely be
encoded on a plasmid?

a. genes encoding toxins that damage host tissue
b. genes encoding antibacterial resistance
c. gene encoding enzymes for glycolysis
d. genes encoding enzymes for the degradation of

an unusual substrate

20. Histones are DNA binding proteins that are
important for DNA packaging in which of the
following?

a. double-stranded and single-stranded DNA
viruses

b. archaea and bacteria
c. bacteria and eukaryotes
d. eukaryotes and archaea

True/False

21. The work of Rosalind Franklin and R.G. Gosling was important in demonstrating the helical nature of DNA.
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22. The A-T base pair has more hydrogen bonding than the C-G base pair.

23. Ribosomes are composed mostly of RNA.

24. Double-stranded RNA is commonly found inside cells.

25. Within an organism, phenotypes may change while genotypes remain constant.

26. Noncoding DNA has no biological purpose.

Matching

27. Match the correct molecule with its description:

___tRNA

___rRNA

___mRNA

A. is a major component of ribosome

B. is a copy of the information in a gene

C. carries an amino acid to the ribosome

Fill in the Blank

28. The element ____________ is unique to nucleic acids compared with other macromolecules.

29. In the late 1800s and early 1900s, the macromolecule thought to be responsible for heredity was
______________.

30. The end of a nucleic acid strand with a free phosphate group is called the ________.

31. Plasmids are typically transferred among members of a bacterial community by ________ gene transfer.

Short Answer

32. Why do bacteria and viruses make good model systems for various genetic studies?

33. Why was nucleic acid disregarded for so long as the molecule responsible for the transmission of hereditary
information?

34. Bacteriophages inject their genetic material into host cells, whereas animal viruses enter host cells completely.
Why was it important to use a bacteriophage in the Hershey–Chase experiment rather than an animal virus?

35. What is the role of phosphodiester bonds within the sugar-phosphate backbone of DNA?

36. What is meant by the term “antiparallel?”

37. Why is DNA with a high GC content more difficult to denature than that with a low GC content?

38. What are the differences between DNA nucleotides and RNA nucleotides?

39. How is the information stored within the base sequence of DNA used to determine a cell’s properties?

40. How do complementary base pairs contribute to intramolecular base pairing within an RNA molecule?

41. If an antisense RNA has the sequence 5ʹAUUCGAAUGC3ʹ, what is the sequence of the mRNA to which it will
bind? Be sure to label the 5ʹ and 3ʹ ends of the molecule you draw.

42. Why does double-stranded RNA (dsRNA) stimulate RNA interference?

43. What are some differences in chromosomal structures between prokaryotes and eukaryotes?

44. How do prokaryotes and eukaryotes manage to fit their lengthy DNA inside of cells? Why is this necessary?

45. What are some functions of noncoding DNA?

46. In the chromatin of eukaryotic cells, which regions of the chromosome would you expect to be more compact:
the regions that contain genes being actively copied into RNA or those that contain inactive genes?
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Critical Thinking

47. In the figure shown, if the nuclei were contained within the stalks of Acetabularia, what types of caps would you
expect from the pictured grafts?

48. Why are Hershey and Chase credited with identifying DNA as the carrier of heredity even though DNA had
been discovered many years before?

49. A certain DNA sample is found to have a makeup consisting of 22% thymine. Use Chargaff’s rules to fill in the
percentages for the other three nitrogenous bases.

50. In considering the structure of the DNA double helix, how would you expect the structure to differ if there was
base pairing between two purines? Between two pyrimidines?

51. Identify the location of mRNA, rRNA, and tRNA in the figure.

52. Why does it make sense that tRNA and rRNA molecules are more stable than mRNA molecules?

53. A new type of bacteriophage has been isolated and you are in charge of characterizing its genome. The base
composition of the bacteriophage is A (15%), C (20%), T (35%), and G (30%). What can you conclude about the
genome of the virus?
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Chapter 11

Mechanisms of Microbial Genetics

Figure 11.1 Escherichia coli (left) may not appear to have much in common with an elephant (right), but the genetic
blueprints for these vastly different organisms are both encoded in DNA. (credit left: modification of work by NIAID;
credit right: modification of work by Tom Lubbock)

Chapter Outline

11.1 The Functions of Genetic Material

11.2 DNA Replication

11.3 RNA Transcription

11.4 Protein Synthesis (Translation)

11.5 Mutations

11.6 How Asexual Prokaryotes Achieve Genetic Diversity

11.7 Gene Regulation: Operon Theory

Introduction
In 1954, French scientist and future Nobel laureate Jacques Monod (1910–1976) famously said, “What is true
in E. coli is true in the elephant,” suggesting that the biochemistry of life was maintained throughout evolution
and is shared in all forms of known life. Since Monod’s famous statement, we have learned a great deal about
the mechanisms of gene regulation, expression, and replication in living cells. All cells use DNA for information
storage, share the same genetic code, and use similar mechanisms to replicate and express it. Although many aspects
of genetics are universally shared, variations do exist among contemporary genetic systems. We now know that
within the shared overall theme of the genetic mechanism, there are significant differences among the three domains
of life: Eukarya, Archaea, and Bacteria. Additionally, viruses, cellular parasites but not themselves living cells,
show dramatic variation in their genetic material and the replication and gene expression processes. Some of these
differences have allowed us to engineer clinical tools such as antibiotics and antiviral drugs that specifically inhibit
the reproduction of pathogens yet are harmless to their hosts.
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11.1 The Functions of Genetic Material

Learning Objectives
• Explain the two functions of the genome

• Explain the meaning of the central dogma of molecular biology

• Differentiate between genotype and phenotype and explain how environmental factors influence phenotype

DNA serves two essential functions that deal with cellular information. First, DNA is the genetic material responsible
for inheritance and is passed from parent to offspring for all life on earth. To preserve the integrity of this genetic
information, DNA must be replicated with great accuracy, with minimal errors that introduce changes to the DNA
sequence. A genome contains the full complement of DNA within a cell and is organized into smaller, discrete units
called genes that are arranged on chromosomes and plasmids. The second function of DNA is to direct and regulate
the construction of the proteins necessary to a cell for growth and reproduction in a particular cellular environment.

A gene is composed of DNA that is “read” or transcribed to produce an RNA molecule during the process of
transcription. One major type of RNA molecule, called messenger RNA (mRNA), provides the information for the
ribosome to catalyze protein synthesis in a process called translation. The processes of transcription and translation
are collectively referred to as gene expression. Gene expression is the synthesis of a specific protein with a sequence
of amino acids that is encoded in the gene. The flow of genetic information from DNA to RNA to protein is described
by the central dogma (Figure 11.2). This central dogma of molecular biology further elucidates the mechanism
behind Beadle and Tatum’s “one gene-one enzyme” hypothesis (see Using Microorganisms to Discover the
Secrets of Life). Each of the processes of replication, transcription, and translation includes the stages of 1)
initiation, 2) elongation (polymerization), and 3) termination. These stages will be described in more detail in this
chapter.

Figure 11.2 The central dogma states that DNA encodes messenger RNA, which, in turn, encodes protein.

A cell’s genotype is the full collection of genes it contains, whereas its phenotype is the set of observable
characteristics that result from those genes. The phenotype is the product of the array of proteins being produced by

Part 1

Mark is 60-year-old software engineer who suffers from type II diabetes, which he monitors and keeps under
control largely through diet and exercise. One spring morning, while doing some gardening, he scraped his
lower leg while walking through blackberry brambles. He continued working all day in the yard and did not
bother to clean the wound and treat it with antibiotic ointment until later that evening. For the next 2 days, his
leg became increasingly red, swollen, and warm to the touch. It was sore not only on the surface, but deep in
the muscle. After 24 hours, Mark developed a fever and stiffness in the affected leg. Feeling increasingly weak,
he called a neighbor, who drove him to the emergency department.

• Did Mark wait too long to seek medical attention? At what point do his signs and symptoms warrant
seeking medical attention?

• What types of infections or other conditions might be responsible for Mark’s symptoms?

Jump to the next Clinical Focus box.

Clinical Focus
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the cell at a given time, which is influenced by the cell’s genotype as well as interactions with the cell’s environment.
Genes code for proteins that have functions in the cell. Production of a specific protein encoded by an individual gene
often results in a distinct phenotype for the cell compared with the phenotype without that protein. For this reason, it
is also common to refer to the genotype of an individual gene and its phenotype. Although a cell’s genotype remains
constant, not all genes are used to direct the production of their proteins simultaneously. Cells carefully regulate
expression of their genes, only using genes to make specific proteins when those proteins are needed (Figure 11.3).

Figure 11.3 Phenotype is determined by the specific genes within a genotype that are expressed under specific
conditions. Although multiple cells may have the same genotype, they may exhibit a wide range of phenotypes
resulting from differences in patterns of gene expression in response to different environmental conditions.

• What are the two functions of DNA?

• Distinguish between the genotype and phenotype of a cell.

• How can cells have the same genotype but differ in their phenotype?

Use and Abuse of Genome Data

Why can some humans harbor opportunistic pathogens like Haemophilus influenzae, Staphylococcus aureus,
or Streptococcus pyogenes, in their upper respiratory tracts but remain asymptomatic carriers, while other
individuals become seriously ill when infected? There is evidence suggesting that differences in susceptibility
to infection between patients may be a result, at least in part, of genetic differences between human hosts. For
example, genetic differences in human leukocyte antigens (HLAs) and red blood cell antigens among hosts
have been implicated in different immune responses and resulting disease progression from infection with H.
influenzae.

Because the genetic interplay between pathogen and host may contribute to disease outcomes, understanding
differences in genetic makeup between individuals may be an important clinical tool. Ecological genomics
is a relatively new field that seeks to understand how the genotypes of different organisms interact with
each other in nature. The field answers questions about how gene expression of one organism affects gene
expression of another. Medical applications of ecological genomics will focus on how pathogens interact with
specific individuals, as opposed to humans in general. Such analyses would allow medical professionals to
use knowledge of an individual’s genotype to apply more individualized plans for treatment and prevention of

Eye on Ethics
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disease.

With the advent of next-generation sequencing, it is relatively easy to obtain the entire genomic sequences of
pathogens; a bacterial genome can be sequenced in as little as a day.[1] The speed and cost of sequencing
the human genome has also been greatly reduced and, already, individuals can submit samples to receive
extensive reports on their personal genetic traits, including ancestry and carrier status for various genetic
diseases. As sequencing technologies progress further, such services will continue to become less expensive,
more extensive, and quicker.

However, as this day quickly approaches, there are many ethical concerns with which society must grapple.
For example, should genome sequencing be a standard practice for everybody? Should it be required by law
or by employers if it will lower health-care costs? If one refuses genome sequencing, does he or she forfeit his
or her right to health insurance coverage? For what purposes should the data be used? Who should oversee
proper use of these data? If genome sequencing reveals predisposition to a particular disease, do insurance
companies have the right to increase rates? Will employers treat an employee differently? Knowing that
environmental influences also affect disease development, how should the data on the presence of a particular
disease-causing allele in an individual be used ethically? The Genetic Information Nondiscrimination Act of
2008 (GINA) currently prohibits discriminatory practices based on genetic information by both health insurance
companies and employers. However, GINA does not cover life, disability, or long-term care insurance policies.
Clearly, all members of society must continue to engage in conversations about these issues so that such
genomic data can be used to improve health care while simultaneously protecting an individual’s rights.

11.2 DNA Replication

Learning Objectives
• Explain the meaning of semiconservative DNA replication

• Explain why DNA replication is bidirectional and includes both a leading and lagging strand

• Explain why Okazaki fragments are formed

• Describe the process of DNA replication and the functions of the enzymes involved

• Identify the differences between DNA replication in bacteria and eukaryotes

• Explain the process of rolling circle replication

The elucidation of the structure of the double helix by James Watson and Francis Crick in 1953 provided a hint as to
how DNA is copied during the process of replication. Separating the strands of the double helix would provide two
templates for the synthesis of new complementary strands, but exactly how new DNA molecules were constructed
was still unclear. In one model, semiconservative replication, the two strands of the double helix separate during
DNA replication, and each strand serves as a template from which the new complementary strand is copied; after
replication, each double-stranded DNA includes one parental or “old” strand and one “new” strand. There were two
competing models also suggested: conservative and dispersive, which are shown in Figure 11.4.

1. D.J. Edwards, K.E. Holt. “Beginner’s Guide to Comparative Bacterial Genome Analysis Using Next-Generation Sequence Data.”

Microbial Informatics and Experimentation 3 no. 1 (2013):2.
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Figure 11.4 There were three models suggested for DNA replication. In the conservative model, parental DNA
strands (blue) remained associated in one DNA molecule while new daughter strands (red) remained associated in
newly formed DNA molecules. In the semiconservative model, parental strands separated and directed the synthesis
of a daughter strand, with each resulting DNA molecule being a hybrid of a parental strand and a daughter strand. In
the dispersive model, all resulting DNA strands have regions of double-stranded parental DNA and regions of double-
stranded daughter DNA.

Matthew Meselson (1930–) and Franklin Stahl (1929–) devised an experiment in 1958 to test which of these
models correctly represents DNA replication (Figure 11.5). They grew E. coli for several generations in a medium
containing a “heavy” isotope of nitrogen (15N) that was incorporated into nitrogenous bases and, eventually, into
the DNA. This labeled the parental DNA. The E. coli culture was then shifted into a medium containing 14N and
allowed to grow for one generation. The cells were harvested and the DNA was isolated. The DNA was separated
by ultracentrifugation, during which the DNA formed bands according to its density. DNA grown in 15N would be
expected to form a band at a higher density position than that grown in 14N. Meselson and Stahl noted that after
one generation of growth in 14N, the single band observed was intermediate in position in between DNA of cells
grown exclusively in 15N or 14N. This suggested either a semiconservative or dispersive mode of replication. Some
cells were allowed to grow for one more generation in 14N and spun again. The DNA harvested from cells grown
for two generations in 14N formed two bands: one DNA band was at the intermediate position between 15N and 14N,
and the other corresponded to the band of 14N DNA. These results could only be explained if DNA replicates in a
semiconservative manner. Therefore, the other two models were ruled out. As a result of this experiment, we now
know that during DNA replication, each of the two strands that make up the double helix serves as a template from
which new strands are copied. The new strand will be complementary to the parental or “old” strand. The resulting
DNA molecules have the same sequence and are divided equally into the two daughter cells.
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Figure 11.5 Meselson and Stahl experimented with E. coli grown first in heavy nitrogen (15N) then in 14N. DNA
grown in 15N (blue band) was heavier than DNA grown in 14N (red band), and sedimented to a lower level on
ultracentrifugation. After one round of replication, the DNA sedimented halfway between the 15N and 14N levels
(purple band), ruling out the conservative model of replication. After a second round of replication, the dispersive
model of replication was ruled out. These data supported the semiconservative replication model.

• What would have been the conclusion of Meselson and Stahl’s experiment if, after the first generation, they
had found two bands of DNA?

DNA Replication in Bacteria

DNA replication has been well studied in bacteria primarily because of the small size of the genome and the mutants
that are available. E. coli has 4.6 million base pairs (Mbp) in a single circular chromosome and all of it is replicated in
approximately 42 minutes, starting from a single origin of replication and proceeding around the circle bidirectionally
(i.e., in both directions). This means that approximately 1000 nucleotides are added per second. The process is quite
rapid and occurs with few errors.

DNA replication uses a large number of proteins and enzymes (Table 11.1). One of the key players is the enzyme
DNA polymerase, also known as DNA pol. In bacteria, three main types of DNA polymerases are known: DNA pol
I, DNA pol II, and DNA pol III. It is now known that DNA pol III is the enzyme required for DNA synthesis; DNA
pol I and DNA pol II are primarily required for repair. DNA pol III adds deoxyribonucleotides each complementary to
a nucleotide on the template strand, one by one to the 3’-OH group of the growing DNA chain. The addition of these
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nucleotides requires energy. This energy is present in the bonds of three phosphate groups attached to each nucleotide
(a triphosphate nucleotide), similar to how energy is stored in the phosphate bonds of adenosine triphosphate (ATP)
(Figure 11.6). When the bond between the phosphates is broken and diphosphate is released, the energy released
allows for the formation of a covalent phosphodiester bond by dehydration synthesis between the incoming nucleotide
and the free 3’-OH group on the growing DNA strand.

Figure 11.6 This structure shows the guanosine triphosphate deoxyribonucleotide that is incorporated into a
growing DNA strand by cleaving the two end phosphate groups from the molecule and transferring the energy to the
sugar phosphate bond. The other three nucleotides form analogous structures.

Initiation

The initiation of replication occurs at specific nucleotide sequence called the origin of replication, where various
proteins bind to begin the replication process. E. coli has a single origin of replication (as do most prokaryotes), called
oriC, on its one chromosome. The origin of replication is approximately 245 base pairs long and is rich in adenine-
thymine (AT) sequences.

Some of the proteins that bind to the origin of replication are important in making single-stranded regions of DNA
accessible for replication. Chromosomal DNA is typically wrapped around histones (in eukaryotes and archaea) or
histone-like proteins (in bacteria), and is supercoiled, or extensively wrapped and twisted on itself. This packaging
makes the information in the DNA molecule inaccessible. However, enzymes called topoisomerases change the
shape and supercoiling of the chromosome. For bacterial DNA replication to begin, the supercoiled chromosome is
relaxed by topoisomerase II, also called DNA gyrase. An enzyme called helicase then separates the DNA strands
by breaking the hydrogen bonds between the nitrogenous base pairs. Recall that AT sequences have fewer hydrogen
bonds and, hence, have weaker interactions than guanine-cytosine (GC) sequences. These enzymes require ATP
hydrolysis. As the DNA opens up, Y-shaped structures called replication forks are formed. Two replication forks
are formed at the origin of replication, allowing for bidirectional replication and formation of a structure that looks
like a bubble when viewed with a transmission electron microscope; as a result, this structure is called a replication
bubble. The DNA near each replication fork is coated with single-stranded binding proteins to prevent the single-
stranded DNA from rewinding into a double helix.

Once single-stranded DNA is accessible at the origin of replication, DNA replication can begin. However, DNA
pol III is able to add nucleotides only in the 5’ to 3’ direction (a new DNA strand can be only extended in this
direction). This is because DNA polymerase requires a free 3’-OH group to which it can add nucleotides by forming
a covalent phosphodiester bond between the 3’-OH end and the 5’ phosphate of the next nucleotide. This also means
that it cannot add nucleotides if a free 3’-OH group is not available, which is the case for a single strand of DNA.
The problem is solved with the help of an RNA sequence that provides the free 3’-OH end. Because this sequence
allows the start of DNA synthesis, it is appropriately called the primer. The primer is five to 10 nucleotides long and
complementary to the parental or template DNA. It is synthesized by RNA primase, which is an RNA polymerase.
Unlike DNA polymerases, RNA polymerases do not need a free 3’-OH group to synthesize an RNA molecule. Now
that the primer provides the free 3’-OH group, DNA polymerase III can now extend this RNA primer, adding DNA
nucleotides one by one that are complementary to the template strand (Figure 11.4).

Elongation

During elongation in DNA replication, the addition of nucleotides occurs at its maximal rate of about 1000
nucleotides per second. DNA polymerase III can only extend in the 5’ to 3’ direction, which poses a problem at
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the replication fork. The DNA double helix is antiparallel; that is, one strand is oriented in the 5’ to 3’ direction
and the other is oriented in the 3’ to 5’ direction (see Structure and Function of DNA). During replication,
one strand, which is complementary to the 3’ to 5’ parental DNA strand, is synthesized continuously toward the
replication fork because polymerase can add nucleotides in this direction. This continuously synthesized strand is
known as the leading strand. The other strand, complementary to the 5’ to 3’ parental DNA, grows away from
the replication fork, so the polymerase must move back toward the replication fork to begin adding bases to a new
primer, again in the direction away from the replication fork. It does so until it bumps into the previously synthesized
strand and then it moves back again (Figure 11.7). These steps produce small DNA sequence fragments known
as Okazaki fragments, each separated by RNA primer. Okazaki fragments are named after the Japanese research
team and married couple Reiji and Tsuneko Okazaki, who first discovered them in 1966. The strand with the Okazaki
fragments is known as the lagging strand, and its synthesis is said to be discontinuous.

The leading strand can be extended from one primer alone, whereas the lagging strand needs a new primer for each of
the short Okazaki fragments. The overall direction of the lagging strand will be 3’ to 5’, and that of the leading strand
5’ to 3’. A protein called the sliding clamp holds the DNA polymerase in place as it continues to add nucleotides.
The sliding clamp is a ring-shaped protein that binds to the DNA and holds the polymerase in place. Beyond its role
in initiation, topoisomerase also prevents the overwinding of the DNA double helix ahead of the replication fork as
the DNA is opening up; it does so by causing temporary nicks in the DNA helix and then resealing it. As synthesis
proceeds, the RNA primers are replaced by DNA. The primers are removed by the exonuclease activity of DNA
polymerase I, and the gaps are filled in. The nicks that remain between the newly synthesized DNA (that replaced the
RNA primer) and the previously synthesized DNA are sealed by the enzyme DNA ligase that catalyzes the formation
of covalent phosphodiester linkage between the 3’-OH end of one DNA fragment and the 5’ phosphate end of the
other fragment, stabilizing the sugar-phosphate backbone of the DNA molecule.
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Figure 11.7 At the origin of replication, topoisomerase II relaxes the supercoiled chromosome. Two replication forks
are formed by the opening of the double-stranded DNA at the origin, and helicase separates the DNA strands, which
are coated by single-stranded binding proteins to keep the strands separated. DNA replication occurs in both
directions. An RNA primer complementary to the parental strand is synthesized by RNA primase and is elongated by
DNA polymerase III through the addition of nucleotides to the 3’-OH end. On the leading strand, DNA is synthesized
continuously, whereas on the lagging strand, DNA is synthesized in short stretches called Okazaki fragments. RNA
primers within the lagging strand are removed by the exonuclease activity of DNA polymerase I, and the Okazaki
fragments are joined by DNA ligase.

Termination

Once the complete chromosome has been replicated, termination of DNA replication must occur. Although much
is known about initiation of replication, less is known about the termination process. Following replication, the
resulting complete circular genomes of prokaryotes are concatenated, meaning that the circular DNA chromosomes
are interlocked and must be separated from each other. This is accomplished through the activity of bacterial
topoisomerase IV, which introduces double-stranded breaks into DNA molecules, allowing them to separate from
each other; the enzyme then reseals the circular chromosomes. The resolution of concatemers is an issue unique
to prokaryotic DNA replication because of their circular chromosomes. Because both bacterial DNA gyrase and
topoisomerase IV are distinct from their eukaryotic counterparts, these enzymes serve as targets for a class of
antimicrobial drugs called quinolones.
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The Molecular Machinery Involved in Bacterial DNA Replication

Enzyme or
Factor

Function

DNA pol I Exonuclease activity removes RNA primer and replaces it with newly synthesized DNA

DNA pol III Main enzyme that adds nucleotides in the 5’ to 3’ direction

Helicase Opens the DNA helix by breaking hydrogen bonds between the nitrogenous bases

Ligase Seals the gaps between the Okazaki fragments on the lagging strand to create one
continuous DNA strand

Primase Synthesizes RNA primers needed to start replication

Single-
stranded
binding
proteins

Bind to single-stranded DNA to prevent hydrogen bonding between DNA strands, reforming
double-stranded DNA

Sliding clamp Helps hold DNA pol III in place when nucleotides are being added

Topoisomerase
II (DNA
gyrase)

Relaxes supercoiled chromosome to make DNA more accessible for the initiation of
replication; helps relieve the stress on DNA when unwinding, by causing breaks and then
resealing the DNA

Topoisomerase
IV

Introduces single-stranded break into concatenated chromosomes to release them from each
other, and then reseals the DNA

Table 11.1

• Which enzyme breaks the hydrogen bonds holding the two strands of DNA together so that replication can
occur?

• Is it the lagging strand or the leading strand that is synthesized in the direction toward the opening of the
replication fork?

• Which enzyme is responsible for removing the RNA primers in newly replicated bacterial DNA?

DNA Replication in Eukaryotes

Eukaryotic genomes are much more complex and larger than prokaryotic genomes and are typically composed of
multiple linear chromosomes (Table 11.2). The human genome, for example, has 3 billion base pairs per haploid set
of chromosomes, and 6 billion base pairs are inserted during replication. There are multiple origins of replication on
each eukaryotic chromosome (Figure 11.8); the human genome has 30,000 to 50,000 origins of replication. The rate
of replication is approximately 100 nucleotides per second—10 times slower than prokaryotic replication.
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Figure 11.8 Eukaryotic chromosomes are typically linear, and each contains multiple origins of replication.

The essential steps of replication in eukaryotes are the same as in prokaryotes. Before replication can start, the DNA
has to be made available as a template. Eukaryotic DNA is highly supercoiled and packaged, which is facilitated
by many proteins, including histones (see Structure and Function of Cellular Genomes). At the origin of
replication, a prereplication complex composed of several proteins, including helicase, forms and recruits other
enzymes involved in the initiation of replication, including topoisomerase to relax supercoiling, single-stranded
binding protein, RNA primase, and DNA polymerase. Following initiation of replication, in a process similar to that
found in prokaryotes, elongation is facilitated by eukaryotic DNA polymerases. The leading strand is continuously
synthesized by the eukaryotic polymerase enzyme pol δ, while the lagging strand is synthesized by pol ε. A sliding
clamp protein holds the DNA polymerase in place so that it does not fall off the DNA. The enzyme ribonuclease H
(RNase H), instead of a DNA polymerase as in bacteria, removes the RNA primer, which is then replaced with DNA
nucleotides. The gaps that remain are sealed by DNA ligase.

Because eukaryotic chromosomes are linear, one might expect that their replication would be more straightforward.
As in prokaryotes, the eukaryotic DNA polymerase can add nucleotides only in the 5’ to 3’ direction. In the leading
strand, synthesis continues until it reaches either the end of the chromosome or another replication fork progressing
in the opposite direction. On the lagging strand, DNA is synthesized in short stretches, each of which is initiated by
a separate primer. When the replication fork reaches the end of the linear chromosome, there is no place to make a
primer for the DNA fragment to be copied at the end of the chromosome. These ends thus remain unpaired and, over
time, they may get progressively shorter as cells continue to divide.

The ends of the linear chromosomes are known as telomeres and consist of noncoding repetitive sequences. The
telomeres protect coding sequences from being lost as cells continue to divide. In humans, a six base-pair sequence,
TTAGGG, is repeated 100 to 1000 times to form the telomere. The discovery of the enzyme telomerase (Figure
11.9) clarified our understanding of how chromosome ends are maintained. Telomerase contains a catalytic part and
a built-in RNA template. It attaches to the end of the chromosome, and complementary bases to the RNA template
are added on the 3’ end of the DNA strand. Once the 3’ end of the lagging strand template is sufficiently elongated,
DNA polymerase can add the nucleotides complementary to the ends of the chromosomes. In this way, the ends of
the chromosomes are replicated. In humans, telomerase is typically active in germ cells and adult stem cells; it is not
active in adult somatic cells and may be associated with the aging of these cells. Eukaryotic microbes including fungi
and protozoans also produce telomerase to maintain chromosomal integrity. For her discovery of telomerase and its
action, Elizabeth Blackburn (1948–) received the Nobel Prize for Medicine or Physiology in 2009.
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Figure 11.9 In eukaryotes, the ends of the linear chromosomes are maintained by the action of the telomerase
enzyme.

Comparison of Bacterial and Eukaryotic Replication

Property Bacteria Eukaryotes

Genome structure Single circular chromosome Multiple linear chromosomes

Number of origins per chromosome Single Multiple

Rate of replication 1000 nucleotides per second 100 nucleotides per second

Telomerase Not present Present

RNA primer removal DNA pol I RNase H

Strand elongation DNA pol III pol δ, pol ε

Table 11.2
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This animation (https://openstax.org/l/22DNAreplicani) illustrates the process
of DNA replication.

• How does the origin of replication differ between eukaryotes and prokaryotes?

• What polymerase enzymes are responsible for DNA synthesis during eukaryotic replication?

• What is found at the ends of the chromosomes in eukaryotes and why?

DNA Replication of Extrachromosomal Elements: Plasmids and Viruses

To copy their nucleic acids, plasmids and viruses frequently use variations on the pattern of DNA replication
described for prokaryote genomes. For more information on the wide range of viral replication strategies, see The
Viral Life Cycle.

Rolling Circle Replication

Whereas many bacterial plasmids (see Unique Characteristics of Prokaryotic Cells) replicate by a process
similar to that used to copy the bacterial chromosome, other plasmids, several bacteriophages, and some viruses of
eukaryotes use rolling circle replication (Figure 11.10). The circular nature of plasmids and the circularization
of some viral genomes on infection make this possible. Rolling circle replication begins with the enzymatic nicking
of one strand of the double-stranded circular molecule at the double-stranded origin (dso) site. In bacteria, DNA
polymerase III binds to the 3’-OH group of the nicked strand and begins to unidirectionally replicate the DNA using
the un-nicked strand as a template, displacing the nicked strand as it does so. Completion of DNA replication at the
site of the original nick results in full displacement of the nicked strand, which may then recircularize into a single-
stranded DNA molecule. RNA primase then synthesizes a primer to initiate DNA replication at the single-stranded
origin (sso) site of the single-stranded DNA (ssDNA) molecule, resulting in a double-stranded DNA (dsDNA)
molecule identical to the other circular DNA molecule.

Link to Learning
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Figure 11.10 The process of rolling circle replication results in the synthesis of a single new copy of the circular
DNA molecule, as shown here.

• Is there a lagging strand in rolling circle replication? Why or why not?

11.3 RNA Transcription

Learning Objectives
• Explain how RNA is synthesized using DNA as a template

• Distinguish between transcription in prokaryotes and eukaryotes

During the process of transcription, the information encoded within the DNA sequence of one or more genes is
transcribed into a strand of RNA, also called an RNA transcript. The resulting single-stranded RNA molecule,
composed of ribonucleotides containing the bases adenine (A), cytosine (C), guanine (G), and uracil (U), acts as a
mobile molecular copy of the original DNA sequence. Transcription in prokaryotes and in eukaryotes requires the
DNA double helix to partially unwind in the region of RNA synthesis. The unwound region is called a transcription
bubble. Transcription of a particular gene always proceeds from one of the two DNA strands that acts as a template,
the so-called antisense strand. The RNA product is complementary to the template strand of DNA and is almost
identical to the nontemplate DNA strand, or the sense strand. The only difference is that in RNA, all of the T
nucleotides are replaced with U nucleotides; during RNA synthesis, U is incorporated when there is an A in the
complementary antisense strand.

Transcription in Bacteria

Bacteria use the same RNA polymerase to transcribe all of their genes. Like DNA polymerase, RNA polymerase
adds nucleotides one by one to the 3’-OH group of the growing nucleotide chain. One critical difference in activity
between DNA polymerase and RNA polymerase is the requirement for a 3’-OH onto which to add nucleotides: DNA
polymerase requires such a 3’-OH group, thus necessitating a primer, whereas RNA polymerase does not. During
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transcription, a ribonucleotide complementary to the DNA template strand is added to the growing RNA strand and a
covalent phosphodiester bond is formed by dehydration synthesis between the new nucleotide and the last one added.
In E. coli, RNA polymerase comprises six polypeptide subunits, five of which compose the polymerase core enzyme
responsible for adding RNA nucleotides to a growing strand. The sixth subunit is known as sigma (σ). The σ factor
enables RNA polymerase to bind to a specific promoter, thus allowing for the transcription of various genes. There
are various σ factors that allow for transcription of various genes.

Initiation

The initiation of transcription begins at a promoter, a DNA sequence onto which the transcription machinery binds
and initiates transcription. The nucleotide pair in the DNA double helix that corresponds to the site from which the
first 5’ RNA nucleotide is transcribed is the initiation site. Nucleotides preceding the initiation site are designated
“upstream,” whereas nucleotides following the initiation site are called “downstream” nucleotides. In most cases,
promoters are located just upstream of the genes they regulate. Although promoter sequences vary among bacterial
genomes, a few elements are conserved. At the –10 and –35 positions within the DNA prior to the initiation site
(designated +1), there are two promoter consensus sequences, or regions that are similar across all promoters and
across various bacterial species. The –10 consensus sequence, called the TATA box, is TATAAT. The –35 sequence is
recognized and bound by σ.

Elongation

The elongation in transcription phase begins when the σ subunit dissociates from the polymerase, allowing the core
enzyme to synthesize RNA complementary to the DNA template in a 5’ to 3’ direction at a rate of approximately 40
nucleotides per second. As elongation proceeds, the DNA is continuously unwound ahead of the core enzyme and
rewound behind it (Figure 11.11).

Figure 11.11 During elongation, the bacterial RNA polymerase tracks along the DNA template, synthesizes mRNA
in the 5’ to 3’ direction, and unwinds and rewinds the DNA as it is read.

Termination

Once a gene is transcribed, the bacterial polymerase must dissociate from the DNA template and liberate the newly
made RNA. This is referred to as termination of transcription. The DNA template includes repeated nucleotide
sequences that act as termination signals, causing RNA polymerase to stall and release from the DNA template,
freeing the RNA transcript.
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• Where does σ factor of RNA polymerase bind DNA to start transcription?

• What occurs to initiate the polymerization activity of RNA polymerase?

• Where does the signal to end transcription come from?

Transcription in Eukaryotes

Prokaryotes and eukaryotes perform fundamentally the same process of transcription, with a few significant
differences (see Table 11.3). Eukaryotes use three different polymerases, RNA polymerases I, II, and III, all
structurally distinct from the bacterial RNA polymerase. Each transcribes a different subset of genes. Interestingly,
archaea contain a single RNA polymerase that is more closely related to eukaryotic RNA polymerase II than to its
bacterial counterpart. Eukaryotic mRNAs are also usually monocistronic, meaning that they each encode only a single
polypeptide, whereas prokaryotic mRNAs of bacteria and archaea are commonly polycistronic, meaning that they
encode multiple polypeptides.

The most important difference between prokaryotes and eukaryotes is the latter’s membrane-bound nucleus, which
influences the ease of use of RNA molecules for protein synthesis. With the genes bound in a nucleus, the eukaryotic
cell must transport protein-encoding RNA molecules to the cytoplasm to be translated. Protein-encoding primary
transcripts, the RNA molecules directly synthesized by RNA polymerase, must undergo several processing steps
to protect these RNA molecules from degradation during the time they are transferred from the nucleus to the
cytoplasm and translated into a protein. For example, eukaryotic mRNAs may last for several hours, whereas the
typical prokaryotic mRNA lasts no more than 5 seconds.

The primary transcript (also called pre-mRNA) is first coated with RNA-stabilizing proteins to protect it from
degradation while it is processed and exported out of the nucleus. The first type of processing begins while the
primary transcript is still being synthesized; a special 7-methylguanosine nucleotide, called the 5’ cap, is added to
the 5’ end of the growing transcript. In addition to preventing degradation, factors involved in subsequent protein
synthesis recognize the cap, which helps initiate translation by ribosomes. Once elongation is complete, another
processing enzyme then adds a string of approximately 200 adenine nucleotides to the 3’ end, called the poly-A tail.
This modification further protects the pre-mRNA from degradation and signals to cellular factors that the transcript
needs to be exported to the cytoplasm.

Eukaryotic genes that encode polypeptides are composed of coding sequences called exons (ex-on signifies that they
are expressed) and intervening sequences called introns (int-ron denotes their intervening role). Transcribed RNA
sequences corresponding to introns do not encode regions of the functional polypeptide and are removed from the pre-
mRNA during processing. It is essential that all of the intron-encoded RNA sequences are completely and precisely
removed from a pre-mRNA before protein synthesis so that the exon-encoded RNA sequences are properly joined
together to code for a functional polypeptide. If the process errs by even a single nucleotide, the sequences of the
rejoined exons would be shifted, and the resulting polypeptide would be nonfunctional. The process of removing
intron-encoded RNA sequences and reconnecting those encoded by exons is called RNA splicing and is facilitated by
the action of a spliceosome containing small nuclear ribonucleo proteins (snRNPs). Intron-encoded RNA sequences
are removed from the pre-mRNA while it is still in the nucleus. Although they are not translated, introns appear to
have various functions, including gene regulation and mRNA transport. On completion of these modifications, the
mature transcript, the mRNA that encodes a polypeptide, is transported out of the nucleus, destined for the cytoplasm
for translation. Introns can be spliced out differently, resulting in various exons being included or excluded from
the final mRNA product. This process is known as alternative splicing. The advantage of alternative splicing is that
different types of mRNA transcripts can be generated, all derived from the same DNA sequence. In recent years, it
has been shown that some archaea also have the ability to splice their pre-mRNA.
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Comparison of Transcription in Bacteria Versus Eukaryotes

Property Bacteria Eukaryotes

Number of polypeptides encoded per mRNA Monocistronic or polycistronic Exclusively monocistronic

Strand elongation core + σ = holoenzyme RNA polymerases I, II, or III

Addition of 5’ cap No Yes

Addition of 3’ poly-A tail No Yes

Splicing of pre-mRNA No Yes

Table 11.3

Visualize how mRNA splicing (https://openstax.org/l/22mrnasplice) happens
by watching the process in action in this video. See how introns are removed
during RNA splicing (https://openstax.org/l/22rnasplice) here.

• In eukaryotic cells, how is the RNA transcript from a gene for a protein modified after it is transcribed?

• Do exons or introns contain information for protein sequences?

Part 2

In the emergency department, a nurse told Mark that he had made a good decision to come to the hospital
because his symptoms indicated an infection that had gotten out of control. Mark’s symptoms had progressed,
with the area of skin affected and the amount of swelling increasing. Within the affected area, a rash had
begun, blistering and small gas pockets underneath the outermost layer of skin had formed, and some of the
skin was becoming gray. Based on the putrid smell of the pus draining from one of the blisters, the rapid
progression of the infection, and the visual appearance of the affected skin, the physician immediately began
treatment for necrotizing fasciitis. Mark’s physician ordered a culture of the fluid draining from the blister and
also ordered blood work, including a white blood cell count.

Mark was admitted to the intensive care unit and began intravenous administration of a broad-spectrum
antibiotic to try to minimize further spread of the infection. Despite antibiotic therapy, Mark’s condition
deteriorated quickly. Mark became confused and dizzy. Within a few hours of his hospital admission, his
blood pressure dropped significantly and his breathing became shallower and more rapid. Additionally,
blistering increased, with the blisters intensifying in color to purplish black, and the wound itself seemed to be
progressing rapidly up Mark’s leg.

• What are possible causative agents of Mark’s necrotizing fasciitis?

Link to Learning

Clinical Focus

Chapter 11 | Mechanisms of Microbial Genetics 461

https://openstax.org/l/22mrnasplice
https://openstax.org/l/22rnasplice


• What are some possible explanations for why the antibiotic treatment does not seem to be working?

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

11.4 Protein Synthesis (Translation)

Learning Objectives
• Describe the genetic code and explain why it is considered almost universal

• Explain the process of translation and the functions of the molecular machinery of translation

• Compare translation in eukaryotes and prokaryotes

The synthesis of proteins consumes more of a cell’s energy than any other metabolic process. In turn, proteins account
for more mass than any other macromolecule of living organisms. They perform virtually every function of a cell,
serving as both functional (e.g., enzymes) and structural elements. The process of translation, or protein synthesis,
the second part of gene expression, involves the decoding by a ribosome of an mRNA message into a polypeptide
product.

The Genetic Code

Translation of the mRNA template converts nucleotide-based genetic information into the “language” of amino acids
to create a protein product. A protein sequence consists of 20 commonly occurring amino acids. Each amino acid is
defined within the mRNA by a triplet of nucleotides called a codon. The relationship between an mRNA codon and
its corresponding amino acid is called the genetic code.

The three-nucleotide code means that there is a total of 64 possible combinations (43, with four different nucleotides
possible at each of the three different positions within the codon). This number is greater than the number of amino
acids and a given amino acid is encoded by more than one codon (Figure 11.12). This redundancy in the genetic
code is called degeneracy. Typically, whereas the first two positions in a codon are important for determining which
amino acid will be incorporated into a growing polypeptide, the third position, called the wobble position, is less
critical. In some cases, if the nucleotide in the third position is changed, the same amino acid is still incorporated.

Whereas 61 of the 64 possible triplets code for amino acids, three of the 64 codons do not code for an amino acid; they
terminate protein synthesis, releasing the polypeptide from the translation machinery. These are called stop codons
or nonsense codons. Another codon, AUG, also has a special function. In addition to specifying the amino acid
methionine, it also typically serves as the start codon to initiate translation. The reading frame, the way nucleotides
in mRNA are grouped into codons, for translation is set by the AUG start codon near the 5’ end of the mRNA. Each
set of three nucleotides following this start codon is a codon in the mRNA message.

The genetic code is nearly universal. With a few exceptions, virtually all species use the same genetic code for
protein synthesis, which is powerful evidence that all extant life on earth shares a common origin. However, unusual
amino acids such as selenocysteine and pyrrolysine have been observed in archaea and bacteria. In the case of
selenocysteine, the codon used is UGA (normally a stop codon). However, UGA can encode for selenocysteine using
a stem-loop structure (known as the selenocysteine insertion sequence, or SECIS element), which is found at the 3’
untranslated region of the mRNA. Pyrrolysine uses a different stop codon, UAG. The incorporation of pyrrolysine
requires the pylS gene and a unique transfer RNA (tRNA) with a CUA anticodon.
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Figure 11.12 This figure shows the genetic code for translating each nucleotide triplet in mRNA into an amino acid
or a termination signal in a nascent protein. The first letter of a codon is shown vertically on the left, the second letter
of a codon is shown horizontally across the top, and the third letter of a codon is shown vertically on the right. (credit:
modification of work by National Institutes of Health)

• How many bases are in each codon?

• What amino acid is coded for by the codon AAU?

• What happens when a stop codon is reached?

The Protein Synthesis Machinery

In addition to the mRNA template, many molecules and macromolecules contribute to the process of translation.
The composition of each component varies across taxa; for instance, ribosomes may consist of different numbers
of ribosomal RNAs (rRNAs) and polypeptides depending on the organism. However, the general structures and
functions of the protein synthesis machinery are comparable from bacteria to human cells. Translation requires the
input of an mRNA template, ribosomes, tRNAs, and various enzymatic factors.

Ribosomes

A ribosome is a complex macromolecule composed of catalytic rRNAs (called ribozymes) and structural rRNAs, as
well as many distinct polypeptides. Mature rRNAs make up approximately 50% of each ribosome. Prokaryotes have
70S ribosomes, whereas eukaryotes have 80S ribosomes in the cytoplasm and rough endoplasmic reticulum, and 70S
ribosomes in mitochondria and chloroplasts. Ribosomes dissociate into large and small subunits when they are not
synthesizing proteins and reassociate during the initiation of translation. In E. coli, the small subunit is described
as 30S (which contains the 16S rRNA subunit), and the large subunit is 50S (which contains the 5S and 23S rRNA
subunits), for a total of 70S (Svedberg units are not additive). Eukaryote ribosomes have a small 40S subunit (which
contains the 18S rRNA subunit) and a large 60S subunit (which contains the 5S, 5.8S and 28S rRNA subunits), for a
total of 80S. The small subunit is responsible for binding the mRNA template, whereas the large subunit binds tRNAs
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(discussed in the next subsection).

Each mRNA molecule is simultaneously translated by many ribosomes, all synthesizing protein in the same direction:
reading the mRNA from 5’ to 3’ and synthesizing the polypeptide from the N terminus to the C terminus. The
complete structure containing an mRNA with multiple associated ribosomes is called a polyribosome (or polysome).
In both bacteria and archaea, before transcriptional termination occurs, each protein-encoding transcript is already
being used to begin synthesis of numerous copies of the encoded polypeptide(s) because the processes of transcription
and translation can occur concurrently, forming polyribosomes (Figure 11.13). The reason why transcription and
translation can occur simultaneously is because both of these processes occur in the same 5’ to 3’ direction, they both
occur in the cytoplasm of the cell, and because the RNA transcript is not processed once it is transcribed. This allows
a prokaryotic cell to respond to an environmental signal requiring new proteins very quickly. In contrast, in eukaryotic
cells, simultaneous transcription and translation is not possible. Although polyribosomes also form in eukaryotes,
they cannot do so until RNA synthesis is complete and the RNA molecule has been modified and transported out of
the nucleus.

Figure 11.13 In prokaryotes, multiple RNA polymerases can transcribe a single bacterial gene while numerous
ribosomes concurrently translate the mRNA transcripts into polypeptides. In this way, a specific protein can rapidly
reach a high concentration in the bacterial cell.

Transfer RNAs

Transfer RNAs (tRNAs) are structural RNA molecules and, depending on the species, many different types of tRNAs
exist in the cytoplasm. Bacterial species typically have between 60 and 90 types. Serving as adaptors, each tRNA type
binds to a specific codon on the mRNA template and adds the corresponding amino acid to the polypeptide chain.
Therefore, tRNAs are the molecules that actually “translate” the language of RNA into the language of proteins. As
the adaptor molecules of translation, it is surprising that tRNAs can fit so much specificity into such a small package.
The tRNA molecule interacts with three factors: aminoacyl tRNA synthetases, ribosomes, and mRNA.

Mature tRNAs take on a three-dimensional structure when complementary bases exposed in the single-stranded RNA
molecule hydrogen bond with each other (Figure 11.14). This shape positions the amino-acid binding site, called
the CCA amino acid binding end, which is a cytosine-cytosine-adenine sequence at the 3’ end of the tRNA, and the
anticodon at the other end. The anticodon is a three-nucleotide sequence that bonds with an mRNA codon through
complementary base pairing.

An amino acid is added to the end of a tRNA molecule through the process of tRNA “charging,” during which
each tRNA molecule is linked to its correct or cognate amino acid by a group of enzymes called aminoacyl tRNA
synthetases. At least one type of aminoacyl tRNA synthetase exists for each of the 20 amino acids. During this
process, the amino acid is first activated by the addition of adenosine monophosphate (AMP) and then transferred to
the tRNA, making it a charged tRNA, and AMP is released.
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Figure 11.14 (a) After folding caused by intramolecular base pairing, a tRNA molecule has one end that contains
the anticodon, which interacts with the mRNA codon, and the CCA amino acid binding end. (b) A space-filling model
is helpful for visualizing the three-dimensional shape of tRNA. (c) Simplified models are useful when drawing complex
processes such as protein synthesis.

• Describe the structure and composition of the prokaryotic ribosome.

• In what direction is the mRNA template read?

• Describe the structure and function of a tRNA.

The Mechanism of Protein Synthesis

Translation is similar in prokaryotes and eukaryotes. Here we will explore how translation occurs in E. coli, a
representative prokaryote, and specify any differences between bacterial and eukaryotic translation.

Initiation

The initiation of protein synthesis begins with the formation of an initiation complex. In E. coli, this complex
involves the small 30S ribosome, the mRNA template, three initiation factors that help the ribosome assemble
correctly, guanosine triphosphate (GTP) that acts as an energy source, and a special initiator tRNA carrying N-formyl-
methionine (fMet-tRNAfMet) (Figure 11.15). The initiator tRNA interacts with the start codon AUG of the mRNA
and carries a formylated methionine (fMet). Because of its involvement in initiation, fMet is inserted at the beginning
(N terminus) of every polypeptide chain synthesized by E. coli. In E. coli mRNA, a leader sequence upstream of the
first AUG codon, called the Shine-Dalgarno sequence (also known as the ribosomal binding site AGGAGG), interacts
through complementary base pairing with the rRNA molecules that compose the ribosome. This interaction anchors
the 30S ribosomal subunit at the correct location on the mRNA template. At this point, the 50S ribosomal subunit
then binds to the initiation complex, forming an intact ribosome.
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In eukaryotes, initiation complex formation is similar, with the following differences:

• The initiator tRNA is a different specialized tRNA carrying methionine, called Met-tRNAi

• Instead of binding to the mRNA at the Shine-Dalgarno sequence, the eukaryotic initiation complex recognizes
the 5’ cap of the eukaryotic mRNA, then tracks along the mRNA in the 5’ to 3’ direction until the AUG start
codon is recognized. At this point, the 60S subunit binds to the complex of Met-tRNAi, mRNA, and the 40S
subunit.

Figure 11.15 Translation in bacteria begins with the formation of the initiation complex, which includes the small
ribosomal subunit, the mRNA, the initiator tRNA carrying N-formyl-methionine, and initiation factors. Then the 50S
subunit binds, forming an intact ribosome.

Elongation

In prokaryotes and eukaryotes, the basics of elongation of translation are the same. In E. coli, the binding of the
50S ribosomal subunit to produce the intact ribosome forms three functionally important ribosomal sites: The A
(aminoacyl) site binds incoming charged aminoacyl tRNAs. The P (peptidyl) site binds charged tRNAs carrying
amino acids that have formed peptide bonds with the growing polypeptide chain but have not yet dissociated from
their corresponding tRNA. The E (exit) site releases dissociated tRNAs so that they can be recharged with free amino
acids. There is one notable exception to this assembly line of tRNAs: During initiation complex formation, bacterial
fMet−tRNAfMet or eukaryotic Met-tRNAi enters the P site directly without first entering the A site, providing a free
A site ready to accept the tRNA corresponding to the first codon after the AUG.

Elongation proceeds with single-codon movements of the ribosome each called a translocation event. During each
translocation event, the charged tRNAs enter at the A site, then shift to the P site, and then finally to the E site for
removal. Ribosomal movements, or steps, are induced by conformational changes that advance the ribosome by three
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bases in the 3’ direction. Peptide bonds form between the amino group of the amino acid attached to the A-site tRNA
and the carboxyl group of the amino acid attached to the P-site tRNA. The formation of each peptide bond is catalyzed
by peptidyl transferase, an RNA-based ribozyme that is integrated into the 50S ribosomal subunit. The amino acid
bound to the P-site tRNA is also linked to the growing polypeptide chain. As the ribosome steps across the mRNA,
the former P-site tRNA enters the E site, detaches from the amino acid, and is expelled. Several of the steps during
elongation, including binding of a charged aminoacyl tRNA to the A site and translocation, require energy derived
from GTP hydrolysis, which is catalyzed by specific elongation factors. Amazingly, the E. coli translation apparatus
takes only 0.05 seconds to add each amino acid, meaning that a 200 amino-acid protein can be translated in just 10
seconds.

Termination

The termination of translation occurs when a nonsense codon (UAA, UAG, or UGA) is encountered for which
there is no complementary tRNA. On aligning with the A site, these nonsense codons are recognized by release
factors in prokaryotes and eukaryotes that result in the P-site amino acid detaching from its tRNA, releasing the newly
made polypeptide. The small and large ribosomal subunits dissociate from the mRNA and from each other; they are
recruited almost immediately into another translation initiation complex.

In summary, there are several key features that distinguish prokaryotic gene expression from that seen in eukaryotes.
These are illustrated in Figure 11.16 and listed in Figure 11.17.

Figure 11.16 (a) In prokaryotes, the processes of transcription and translation occur simultaneously in the
cytoplasm, allowing for a rapid cellular response to an environmental cue. (b) In eukaryotes, transcription is localized
to the nucleus and translation is localized to the cytoplasm, separating these processes and necessitating RNA
processing for stability.
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Figure 11.17

Protein Targeting, Folding, and Modification

During and after translation, polypeptides may need to be modified before they are biologically active. Post-
translational modifications include:

1. removal of translated signal sequences—short tails of amino acids that aid in directing a protein to a specific
cellular compartment

2. proper “folding” of the polypeptide and association of multiple polypeptide subunits, often facilitated by
chaperone proteins, into a distinct three-dimensional structure

3. proteolytic processing of an inactive polypeptide to release an active protein component, and

4. various chemical modifications (e.g., phosphorylation, methylation, or glycosylation) of individual amino
acids.

• What are the components of the initiation complex for translation in prokaryotes?

• What are two differences between initiation of prokaryotic and eukaryotic translation?

• What occurs at each of the three active sites of the ribosome?

• What causes termination of translation?
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11.5 Mutations

Learning Objectives
• Compare point mutations and frameshift mutations

• Describe the differences between missense, nonsense, and silent mutations

• Describe the differences between light and dark repair

• Explain how different mutagens act

• Explain why the Ames test can be used to detect carcinogens

• Analyze sequences of DNA and identify examples of types of mutations

A mutation is a heritable change in the DNA sequence of an organism. The resulting organism, called a mutant,
may have a recognizable change in phenotype compared to the wild type, which is the phenotype most commonly
observed in nature. A change in the DNA sequence is conferred to mRNA through transcription, and may lead to
an altered amino acid sequence in a protein on translation. Because proteins carry out the vast majority of cellular
functions, a change in amino acid sequence in a protein may lead to an altered phenotype for the cell and organism.

Effects of Mutations on DNA Sequence

There are several types of mutations that are classified according to how the DNA molecule is altered. One type,
called a point mutation, affects a single base and most commonly occurs when one base is substituted or replaced by
another. Mutations also result from the addition of one or more bases, known as an insertion, or the removal of one
or more bases, known as a deletion.

• What type of a mutation occurs when a gene has two fewer nucleotides in its sequence?

Effects of Mutations on Protein Structure and Function

Point mutations may have a wide range of effects on protein function (Figure 11.18). As a consequence of the
degeneracy of the genetic code, a point mutation will commonly result in the same amino acid being incorporated into
the resulting polypeptide despite the sequence change. This change would have no effect on the protein’s structure,
and is thus called a silent mutation. A missense mutation results in a different amino acid being incorporated into
the resulting polypeptide. The effect of a missense mutation depends on how chemically different the new amino acid
is from the wild-type amino acid. The location of the changed amino acid within the protein also is important. For
example, if the changed amino acid is part of the enzyme’s active site, then the effect of the missense mutation may be
significant. Many missense mutations result in proteins that are still functional, at least to some degree. Sometimes the
effects of missense mutations may be only apparent under certain environmental conditions; such missense mutations
are called conditional mutations. Rarely, a missense mutation may be beneficial. Under the right environmental
conditions, this type of mutation may give the organism that harbors it a selective advantage. Yet another type of
point mutation, called a nonsense mutation, converts a codon encoding an amino acid (a sense codon) into a stop
codon (a nonsense codon). Nonsense mutations result in the synthesis of proteins that are shorter than the wild type
and typically not functional.

Deletions and insertions also cause various effects. Because codons are triplets of nucleotides, insertions or deletions
in groups of three nucleotides may lead to the insertion or deletion of one or more amino acids and may not cause
significant effects on the resulting protein’s functionality. However, frameshift mutations, caused by insertions or
deletions of a number of nucleotides that are not a multiple of three are extremely problematic because a shift in the
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reading frame results (Figure 11.18). Because ribosomes read the mRNA in triplet codons, frameshift mutations can
change every amino acid after the point of the mutation. The new reading frame may also include a stop codon before
the end of the coding sequence. Consequently, proteins made from genes containing frameshift mutations are nearly
always nonfunctional.

Figure 11.18 Mutations can lead to changes in the protein sequence encoded by the DNA.

• What are the reasons a nucleotide change in a gene for a protein might not have any effect on the phenotype
of that gene?

• Is it possible for an insertion of three nucleotides together after the fifth nucleotide in a protein-coding gene
to produce a protein that is shorter than normal? How or how not?
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A Beneficial Mutation

Since the first case of infection with human immunodeficiency virus (HIV) was reported in 1981, nearly 40
million people have died from HIV infection,[2] the virus that causes acquired immune deficiency syndrome
(AIDS). The virus targets helper T cells that play a key role in bridging the innate and adaptive immune
response, infecting and killing cells normally involved in the body’s response to infection. There is no cure for
HIV infection, but many drugs have been developed to slow or block the progression of the virus. Although
individuals around the world may be infected, the highest prevalence among people 15–49 years old is in sub-
Saharan Africa, where nearly one person in 20 is infected, accounting for greater than 70% of the infections
worldwide[3] (Figure 11.19). Unfortunately, this is also a part of the world where prevention strategies and
drugs to treat the infection are the most lacking.

In recent years, scientific interest has been piqued by the discovery of a few individuals from northern Europe
who are resistant to HIV infection. In 1998, American geneticist Stephen J. O’Brien at the National Institutes
of Health (NIH) and colleagues published the results of their genetic analysis of more than 4,000 individuals.
These indicated that many individuals of Eurasian descent (up to 14% in some ethnic groups) have a deletion
mutation, called CCR5-delta 32, in the gene encoding CCR5. CCR5 is a coreceptor found on the surface of T
cells that is necessary for many strains of the virus to enter the host cell. The mutation leads to the production
of a receptor to which HIV cannot effectively bind and thus blocks viral entry. People homozygous for this
mutation have greatly reduced susceptibility to HIV infection, and those who are heterozygous have some
protection from infection as well.

It is not clear why people of northern European descent, specifically, carry this mutation, but its prevalence
seems to be highest in northern Europe and steadily decreases in populations as one moves south. Research
indicates that the mutation has been present since before HIV appeared and may have been selected for in
European populations as a result of exposure to the plague or smallpox. This mutation may protect individuals
from plague (caused by the bacterium Yersinia pestis) and smallpox (caused by the variola virus) because this
receptor may also be involved in these diseases. The age of this mutation is a matter of debate, but estimates
suggest it appeared between 1875 years to 225 years ago, and may have been spread from Northern Europe
through Viking invasions.

This exciting finding has led to new avenues in HIV research, including looking for drugs to block CCR5 binding
to HIV in individuals who lack the mutation. Although DNA testing to determine which individuals carry the
CCR5-delta 32 mutation is possible, there are documented cases of individuals homozygous for the mutation
contracting HIV. For this reason, DNA testing for the mutation is not widely recommended by public health
officials so as not to encourage risky behavior in those who carry the mutation. Nevertheless, inhibiting the
binding of HIV to CCR5 continues to be a valid strategy for the development of drug therapies for those infected
with HIV.

Micro Connections

2. World Health Organization. “ Global Health Observatory (GHO) Data, HIV/AIDS.” http://www.who.int/gho/hiv/en/. Accessed August 5,

2016.

3. World Health Organization. “ Global Health Observatory (GHO) Data, HIV/AIDS.” http://www.who.int/gho/hiv/en/. Accessed August 5,

2016.
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Figure 11.19 HIV is highly prevalent in sub-Saharan Africa, but its prevalence is quite low in some other
parts of the world.

Causes of Mutations

Mistakes in the process of DNA replication can cause spontaneous mutations to occur. The error rate of DNA
polymerase is one incorrect base per billion base pairs replicated. Exposure to mutagens can cause induced
mutations, which are various types of chemical agents or radiation (Table 11.4). Exposure to a mutagen can increase
the rate of mutation more than 1000-fold. Mutagens are often also carcinogens, agents that cause cancer. However,
whereas nearly all carcinogens are mutagenic, not all mutagens are necessarily carcinogens.

Chemical Mutagens

Various types of chemical mutagens interact directly with DNA either by acting as nucleoside analogs or by
modifying nucleotide bases. Chemicals called nucleoside analogs are structurally similar to normal nucleotide bases
and can be incorporated into DNA during replication (Figure 11.20). These base analogs induce mutations because
they often have different base-pairing rules than the bases they replace. Other chemical mutagens can modify normal
DNA bases, resulting in different base-pairing rules. For example, nitrous acid deaminates cytosine, converting it to
uracil. Uracil then pairs with adenine in a subsequent round of replication, resulting in the conversion of a GC base
pair to an AT base pair. Nitrous acid also deaminates adenine to hypoxanthine, which base pairs with cytosine instead
of thymine, resulting in the conversion of a TA base pair to a CG base pair.

Chemical mutagens known as intercalating agents work differently. These molecules slide between the stacked
nitrogenous bases of the DNA double helix, distorting the molecule and creating atypical spacing between nucleotide
base pairs (Figure 11.21). As a result, during DNA replication, DNA polymerase may either skip replicating
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several nucleotides (creating a deletion) or insert extra nucleotides (creating an insertion). Either outcome may lead
to a frameshift mutation. Combustion products like polycyclic aromatic hydrocarbons are particularly dangerous
intercalating agents that can lead to mutation-caused cancers. The intercalating agents ethidium bromide and acridine
orange are commonly used in the laboratory to stain DNA for visualization and are potential mutagens.

Figure 11.20 (a) 2-aminopurine nucleoside (2AP) structurally is a nucleoside analog to adenine nucleoside,
whereas 5-bromouracil (5BU) is a nucleoside analog to thymine nucleoside. 2AP base pairs with C, converting an AT
base pair to a GC base pair after several rounds of replication. 5BU pairs with G, converting an AT base pair to a GC
base pair after several rounds of replication. (b) Nitrous acid is a different type of chemical mutagen that modifies
already existing nucleoside bases like C to produce U, which base pairs with A. This chemical modification, as shown
here, results in converting a CG base pair to a TA base pair.
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Figure 11.21 Intercalating agents, such as acridine, introduce atypical spacing between base pairs, resulting in DNA
polymerase introducing either a deletion or an insertion, leading to a potential frameshift mutation.

Radiation

Exposure to either ionizing or nonionizing radiation can each induce mutations in DNA, although by different
mechanisms. Strong ionizing radiation like X-rays and gamma rays can cause single- and double-stranded breaks
in the DNA backbone through the formation of hydroxyl radicals on radiation exposure (Figure 11.22). Ionizing
radiation can also modify bases; for example, the deamination of cytosine to uracil, analogous to the action of
nitrous acid.[4] Ionizing radiation exposure is used to kill microbes to sterilize medical devices and foods, because
of its dramatic nonspecific effect in damaging DNA, proteins, and other cellular components (see Using Physical
Methods to Control Microorganisms).

Nonionizing radiation, like ultraviolet light, is not energetic enough to initiate these types of chemical changes.
However, nonionizing radiation can induce dimer formation between two adjacent pyrimidine bases, commonly two
thymines, within a nucleotide strand. During thymine dimer formation, the two adjacent thymines become covalently
linked and, if left unrepaired, both DNA replication and transcription are stalled at this point. DNA polymerase may
proceed and replicate the dimer incorrectly, potentially leading to frameshift or point mutations.

4. K.R. Tindall et al. “Changes in DNA Base Sequence Induced by Gamma-Ray Mutagenesis of Lambda Phage and Prophage.” Genetics

118 no. 4 (1988):551–560.
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Figure 11.22 (a) Ionizing radiation may lead to the formation of single-stranded and double-stranded breaks in the
sugar-phosphate backbone of DNA, as well as to the modification of bases (not shown). (b) Nonionizing radiation like
ultraviolet light can lead to the formation of thymine dimers, which can stall replication and transcription and introduce
frameshift or point mutations.

A Summary of Mutagenic Agents

Mutagenic Agents Mode of Action Effect on DNA Resulting Type of
Mutation

Nucleoside analogs

2-aminopurine Is inserted in place of A but
base pairs with C

Converts AT to GC
base pair

Point

5-bromouracil Is inserted in place of T but
base pairs with G

Converts AT to GC
base pair

Point

Nucleotide-modifying agent

Nitrous oxide Deaminates C to U Converts GC to AT
base pair

Point

Intercalating agents

Acridine orange, ethidium
bromide, polycyclic aromatic
hydrocarbons

Distorts double helix, creates
unusual spacing between
nucleotides

Introduces small
deletions and
insertions

Frameshift

Ionizing radiation

X-rays, γ-rays Forms hydroxyl radicals Causes single- and
double-strand DNA
breaks

Repair
mechanisms may
introduce mutations

X-rays, γ-rays Modifies bases (e.g.,
deaminating C to U)

Converts GC to AT
base pair

Point

Nonionizing radiation

Ultraviolet Forms pyrimidine (usually
thymine) dimers

Causes DNA
replication errors

Frameshift or point

Table 11.4
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• How does a base analog introduce a mutation?

• How does an intercalating agent introduce a mutation?

• What type of mutagen causes thymine dimers?

DNA Repair

The process of DNA replication is highly accurate, but mistakes can occur spontaneously or be induced by mutagens.
Uncorrected mistakes can lead to serious consequences for the phenotype. Cells have developed several repair
mechanisms to minimize the number of mutations that persist.

Proofreading

Most of the mistakes introduced during DNA replication are promptly corrected by most DNA polymerases through
a function called proofreading. In proofreading, the DNA polymerase reads the newly added base, ensuring that it is
complementary to the corresponding base in the template strand before adding the next one. If an incorrect base has
been added, the enzyme makes a cut to release the wrong nucleotide and a new base is added.

Mismatch Repair

Some errors introduced during replication are corrected shortly after the replication machinery has moved. This
mechanism is called mismatch repair. The enzymes involved in this mechanism recognize the incorrectly added
nucleotide, excise it, and replace it with the correct base. One example is the methyl-directed mismatch repair in E.
coli. The DNA is hemimethylated. This means that the parental strand is methylated while the newly synthesized
daughter strand is not. It takes several minutes before the new strand is methylated. Proteins MutS, MutL, and MutH
bind to the hemimethylated site where the incorrect nucleotide is found. MutH cuts the nonmethylated strand (the
new strand). An exonuclease removes a portion of the strand (including the incorrect nucleotide). The gap formed is
then filled in by DNA pol III and ligase.

Repair of Thymine Dimers

Because the production of thymine dimers is common (many organisms cannot avoid ultraviolet light), mechanisms
have evolved to repair these lesions. In nucleotide excision repair (also called dark repair), enzymes remove the
pyrimidine dimer and replace it with the correct nucleotides (Figure 11.23). In E. coli, the DNA is scanned by an
enzyme complex. If a distortion in the double helix is found that was introduced by the pyrimidine dimer, the enzyme
complex cuts the sugar-phosphate backbone several bases upstream and downstream of the dimer, and the segment
of DNA between these two cuts is then enzymatically removed. DNA pol I replaces the missing nucleotides with the
correct ones and DNA ligase seals the gap in the sugar-phosphate backbone.

The direct repair (also called light repair) of thymine dimers occurs through the process of photoreactivation in
the presence of visible light. An enzyme called photolyase recognizes the distortion in the DNA helix caused by
the thymine dimer and binds to the dimer. Then, in the presence of visible light, the photolyase enzyme changes
conformation and breaks apart the thymine dimer, allowing the thymines to again correctly base pair with the
adenines on the complementary strand. Photoreactivation appears to be present in all organisms, with the exception
of placental mammals, including humans. Photoreactivation is particularly important for organisms chronically
exposed to ultraviolet radiation, like plants, photosynthetic bacteria, algae, and corals, to prevent the accumulation of
mutations caused by thymine dimer formation.
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Figure 11.23 Bacteria have two mechanisms for repairing thymine dimers. (a) In nucleotide excision repair, an
enzyme complex recognizes the distortion in the DNA complex around the thymine dimer and cuts and removes the
damaged DNA strand. The correct nucleotides are replaced by DNA pol I and the nucleotide strand is sealed by DNA
ligase. (b) In photoreactivation, the enzyme photolyase binds to the thymine dimer and, in the presence of visible
light, breaks apart the dimer, restoring the base pairing of the thymines with complementary adenines on the opposite
DNA strand.
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• During mismatch repair, how does the enzyme recognize which is the new and which is the old strand?

• How does an intercalating agent introduce a mutation?

• What type of mutation does photolyase repair?

Identifying Bacterial Mutants

One common technique used to identify bacterial mutants is called replica plating. This technique is used to detect
nutritional mutants, called auxotrophs, which have a mutation in a gene encoding an enzyme in the biosynthesis
pathway of a specific nutrient, such as an amino acid. As a result, whereas wild-type cells retain the ability to
grow normally on a medium lacking the specific nutrient, auxotrophs are unable to grow on such a medium. During
replica plating (Figure 11.24), a population of bacterial cells is mutagenized and then plated as individual cells on a
complex nutritionally complete plate and allowed to grow into colonies. Cells from these colonies are removed from
this master plate, often using sterile velvet. This velvet, containing cells, is then pressed in the same orientation onto
plates of various media. At least one plate should also be nutritionally complete to ensure that cells are being properly
transferred between the plates. The other plates lack specific nutrients, allowing the researcher to discover various
auxotrophic mutants unable to produce specific nutrients. Cells from the corresponding colony on the nutritionally
complete plate can be used to recover the mutant for further study.

• Why are cells plated on a nutritionally complete plate in addition to nutrient-deficient plates when looking for
a mutant?

The Ames Test

The Ames test, developed by Bruce Ames (1928–) in the 1970s, is a method that uses bacteria for rapid, inexpensive
screening of the carcinogenic potential of new chemical compounds. The test measures the mutation rate associated
with exposure to the compound, which, if elevated, may indicate that exposure to this compound is associated with
greater cancer risk. The Ames test uses as the test organism a strain of Salmonella typhimurium that is a histidine
auxotroph, unable to synthesize its own histidine because of a mutation in an essential gene required for its synthesis.
After exposure to a potential mutagen, these bacteria are plated onto a medium lacking histidine, and the number of
mutants regaining the ability to synthesize histidine is recorded and compared with the number of such mutants that
arise in the absence of the potential mutagen (Figure 11.25). Chemicals that are more mutagenic will bring about
more mutants with restored histidine synthesis in the Ames test. Because many chemicals are not directly mutagenic
but are metabolized to mutagenic forms by liver enzymes, rat liver extract is commonly included at the start of this
experiment to mimic liver metabolism. After the Ames test is conducted, compounds identified as mutagenic are
further tested for their potential carcinogenic properties by using other models, including animal models like mice
and rats.
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Figure 11.24 Identification of auxotrophic mutants, like histidine auxotrophs, is done using replica plating. After
mutagenesis, colonies that grow on nutritionally complete medium but not on medium lacking histidine are identified
as histidine auxotrophs.

Figure 11.25 The Ames test is used to identify mutagenic, potentially carcinogenic chemicals. A Salmonella
histidine auxotroph is used as the test strain, exposed to a potential mutagen/carcinogen. The number of reversion
mutants capable of growing in the absence of supplied histidine is counted and compared with the number of natural
reversion mutants that arise in the absence of the potential mutagen.

• What mutation is used as an indicator of mutation rate in the Ames test?
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• Why can the Ames test work as a test for carcinogenicity?

11.6 How Asexual Prokaryotes Achieve Genetic Diversity

Learning Objectives
• Compare the processes of transformation, transduction, and conjugation

• Explain how asexual gene transfer results in prokaryotic genetic diversity

• Explain the structure and consequences for bacterial genetic diversity of transposons

Typically, when we consider genetic transfer, we think of vertical gene transfer, the transmission of genetic
information from generation to generation. Vertical gene transfer is by far the main mode of transmission of
genetic information in all cells. In sexually reproducing organisms, crossing-over events and independent assortment
of individual chromosomes during meiosis contribute to genetic diversity in the population. Genetic diversity is
also introduced during sexual reproduction, when the genetic information from two parents, each with different
complements of genetic information, are combined, producing new combinations of parental genotypes in the diploid
offspring. The occurrence of mutations also contributes to genetic diversity in a population. Genetic diversity of
offspring is useful in changing or inconsistent environments and may be one reason for the evolutionary success of
sexual reproduction.

When prokaryotes and eukaryotes reproduce asexually, they transfer a nearly identical copy of their genetic material
to their offspring through vertical gene transfer. Although asexual reproduction produces more offspring more
quickly, any benefits of diversity among those offspring are lost. How then do organisms whose dominant
reproductive mode is asexual create genetic diversity? In prokaryotes, horizontal gene transfer (HGT), the
introduction of genetic material from one organism to another organism within the same generation, is an important
way to introduce genetic diversity. HGT allows even distantly related species to share genes, influencing their
phenotypes. It is thought that HGT is more prevalent in prokaryotes but that only a small fraction of the prokaryotic
genome may be transferred by this type of transfer at any one time. As the phenomenon is investigated more
thoroughly, it may be revealed to be even more common. Many scientists believe that HGT and mutation are
significant sources of genetic variation, the raw material for the process of natural selection, in prokaryotes. Although
HGT is more common among evolutionarily related organisms, it may occur between any two species that live
together in a natural community.

HGT in prokaryotes is known to occur by the three primary mechanisms that are illustrated in Figure 11.26:

1. Transformation: naked DNA is taken up from the environment

2. Transduction: genes are transferred between cells in a virus (see The Viral Life Cycle)

3. Conjugation: use of a hollow tube called a conjugation pilus to transfer genes between cells

480 Chapter 11 | Mechanisms of Microbial Genetics

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5



Figure 11.26 There are three prokaryote-specific mechanisms leading to horizontal gene transfer in prokaryotes. a)
In transformation, the cell takes up DNA directly from the environment. The DNA may remain separate as a plasmid
or be incorporated into the host genome. b) In transduction, a bacteriophage injects DNA that is a hybrid of viral DNA
and DNA from a previously infected bacterial cell. c) In conjugation, DNA is transferred between cells through a
cytoplasmic bridge after a conjugation pilus draws the two cells close enough to form the bridge.

• What are three ways sexual reproduction introduces genetic variation into offspring?

• What is a benefit of asexual reproduction?

• What are the three mechanisms of horizontal gene transfer in prokaryotes?

Transformation

Frederick Griffith was the first to demonstrate the process of transformation. In 1928, he showed that live,
nonpathogenic Streptococcus pneumoniae bacteria could be transformed into pathogenic bacteria through exposure
to a heat-killed pathogenic strain. He concluded that some sort of agent, which he called the “transforming principle,”
had been passed from the dead pathogenic bacteria to the live, nonpathogenic bacteria. In 1944, Oswald Avery
(1877–1955), Colin MacLeod (1909–1972), and Maclyn McCarty (1911–2005) demonstrated that the transforming
principle was DNA (see Using Microorganisms to Discover the Secrets of Life).

In transformation, the prokaryote takes up naked DNA found in its environment and that is derived from other cells
that have lysed on death and released their contents, including their genome, into the environment. Many bacteria are
naturally competent, meaning that they actively bind to environmental DNA, transport it across their cell envelopes
into their cytoplasm, and make it single stranded. Typically, double-stranded foreign DNA within cells is destroyed
by nucleases as a defense against viral infection. However, these nucleases are usually ineffective against single-
stranded DNA, so this single-stranded DNA within the cell has the opportunity to recombine into the bacterial
genome. A molecule of DNA that contains fragments of DNA from different organisms is called recombinant DNA.
(Recombinant DNA will be discussed in more detail in Microbes and the Tools of Genetic Engineering.)
If the bacterium incorporates the new DNA into its own genome through recombination, the bacterial cell may
gain new phenotypic properties. For example, if a nonpathogenic bacterium takes up DNA for a toxin gene from a
pathogen and then incorporates it into its chromosome, it, too, may become pathogenic. Plasmid DNA may also be
taken up by competent bacteria and confer new properties to the cell. Overall, transformation in nature is a relatively
inefficient process because environmental DNA levels are low because of the activity of nucleases that are also
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released during cellular lysis. Additionally, genetic recombination is inefficient at incorporating new DNA sequences
into the genome.

In nature, bacterial transformation is an important mechanism for the acquisition of genetic elements encoding
virulence factors and antibiotic resistance. Genes encoding resistance to antimicrobial compounds have been shown to
be widespread in nature, even in environments not influenced by humans. These genes, which allow microbes living
in mixed communities to compete for limited resources, can be transferred within a population by transformation, as
well as by the other processes of HGT. In the laboratory, we can exploit the natural process of bacterial transformation
for genetic engineering to make a wide variety of medicinal products, as discussed in Microbes and the Tools of
Genetic Engineering.

• Why does a bacterial cell make environmental DNA brought into the cell into a single-stranded form?

Transduction

Viruses that infect bacteria (bacteriophages) may also move short pieces of chromosomal DNA from one bacterium
to another in a process called transduction (see Figure 6.9). Recall that in generalized transduction, any piece
of chromosomal DNA may be transferred to a new host cell by accidental packaging of chromosomal DNA into a
phage head during phage assembly. By contrast, specialized transduction results from the imprecise excision of a
lysogenic prophage from the bacterial chromosome such that it carries with it a piece of the bacterial chromosome
from either side of the phage’s integration site to a new host cell. As a result, the host may acquire new properties.
This process is called lysogenic conversion. Of medical significance, a lysogenic phage may carry with it a virulence
gene to its new host. Once inserted into the new host’s chromosome, the new host may gain pathogenicity. Several
pathogenic bacteria, including Corynebacterium diphtheriae (the causative agent of diphtheria) and Clostridium
botulinum (the causative agent of botulism), are virulent because of the introduction of toxin-encoding genes by
lysogenic bacteriophages, affirming the clinical relevance of transduction in the exchange of genes involved in
infectious disease. Archaea have their own viruses that translocate genetic material from one individual to another.

• What is the agent of transduction of prokaryotic cells?

• In specialized transduction, where does the transducing piece of DNA come from?

The Clinical Consequences of Transduction

Paul, a 23-year-old relief worker from Atlanta, traveled to Haiti in 2011 to provide aid following the 2010
earthquake. After working there for several weeks, he suddenly began experiencing abdominal distress,
including severe cramping, nausea, vomiting, and watery diarrhea. He also began to experience intense
muscle cramping. At a local clinic, the physician suspected that Paul’s symptoms were caused by cholera
because there had been a cholera outbreak after the earthquake. Because cholera is transmitted by the
fecal-oral route, breaches in sanitation infrastructure, such as often occur following natural disasters, may
precipitate outbreaks. The physician confirmed the presumptive diagnosis using a cholera dipstick test. He
then prescribed Paul a single dose of doxycycline, as well as oral rehydration salts, instructing him to drink

Case in Point
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significant amounts of clean water.

Cholera is caused by the gram-negative curved rod Vibrio cholerae (Figure 11.27). Its symptoms largely
result from the production of the cholera toxin (CT), which ultimately activates a chloride transporter to pump
chloride ions out of the epithelial cells into the gut lumen. Water then follows the chloride ions, causing the
prolific watery diarrhea characteristic of cholera. The gene encoding the cholera toxin is incorporated into the
bacterial chromosome of V. cholerae through infection of the bacterium with the lysogenic filamentous CTX
phage, which carries the CT gene and introduces it into the chromosome on integration of the prophage. Thus,
pathogenic strains of V. cholerae result from horizontal gene transfer by specialized transduction.

• Why are outbreaks of cholera more common as a result of a natural disaster?

• Why is muscle cramping a common symptom of cholera? Why is treatment with oral rehydration salts
so important for the treatment of cholera?

• In areas stricken by cholera, what are some strategies that people could use to prevent disease
transmission?

Figure 11.27 A scanning electron micrograph of Vibrio cholerae shows its characteristic curved rod shape.

Conjugation

In conjugation, DNA is directly transferred from one prokaryote to another by means of a conjugation pilus, which
brings the organisms into contact with one another. In E. coli, the genes encoding the ability to conjugate are located
on a bacterial plasmid called the F plasmid, also known as the fertility factor, and the conjugation pilus is called
the F pilus. The F-plasmid genes encode both the proteins composing the F pilus and those involved in rolling circle
replication of the plasmid. Cells containing the F plasmid, capable of forming an F pilus, are called F+ cells or donor
cells, and those lacking an F plasmid are called F− cells or recipient cells.

Conjugation of the F Plasmid

During typical conjugation in E. coli, the F pilus of an F+ cell comes into contact with an F– cell and retracts, bringing
the two cell envelopes into contact (Figure 11.28). Then a cytoplasmic bridge forms between the two cells at the site
of the conjugation pilus. As rolling circle replication of the F plasmid occurs in the F+ cell, a single-stranded copy of
the F plasmid is transferred through the cytoplasmic bridge to the F− cell, which then synthesizes the complementary
strand, making it double stranded. The F− cell now becomes an F+ cell capable of making its own conjugation pilus.
Eventually, in a mixed bacterial population containing both F+ and F− cells, all cells will become F+ cells. Genes on
the E. coli F plasmid also encode proteins preventing conjugation between F+ cells.
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Figure 11.28 Typical conjugation of the F plasmid from an F+ cell to an F− cell is brought about by the conjugation
pilus bringing the two cells into contact. A single strand of the F plasmid is transferred to the F− cell, which is then
made double stranded.

Conjugation of F’ and Hfr Cells

Although typical conjugation in E. coli results in the transfer of the F-plasmid DNA only, conjugation may also
transfer chromosomal DNA. This is because the F plasmid occasionally integrates into the bacterial chromosome
through recombination between the plasmid and the chromosome, forming an Hfr cell (Figure 11.29). “Hfr” refers
to the high frequency of recombination seen when recipient F− cells receive genetic information from Hfr cells
through conjugation. Similar to the imprecise excision of a prophage during specialized transduction, the integrated
F plasmid may also be imprecisely excised from the chromosome, producing an F’ plasmid that carries with it some
chromosomal DNA adjacent to the integration site. On conjugation, this DNA is introduced to the recipient cell and
may be either maintained as part of the F’ plasmid or be recombined into the recipient cell’s bacterial chromosome.

Hfr cells may also treat the bacterial chromosome like an enormous F plasmid and attempt to transfer a copy of it
to a recipient F− cell. Because the bacterial chromosome is so large, transfer of the entire chromosome takes a long
time (Figure 11.30). However, contact between bacterial cells during conjugation is transient, so it is unusual for the
entire chromosome to be transferred. Host chromosomal DNA near the integration site of the F plasmid, displaced by
the unidirectional process of rolling circle replication, is more likely to be transferred and recombined into a recipient
cell’s chromosome than host genes farther away. Thus, the relative location of bacterial genes on the Hfr cell’s genome
can be mapped based on when they are transferred through conjugation. As a result, prior to the age of widespread
bacterial genome sequencing, distances on prokaryotic genome maps were often measured in minutes.
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Figure 11.29 (a) The F plasmid can occasionally integrate into the bacterial chromosome, producing an Hfr cell. (b)
Imprecise excision of the F plasmid from the chromosome of an Hfr cell may lead to the production of an F’ plasmid
that carries chromosomal DNA adjacent to the integration site. This F’ plasmid can be transferred to an F− cell by
conjugation.

Figure 11.30 (a) An Hfr cell may attempt to transfer the entire bacterial chromosome to an F− cell, treating the
chromosome like an extremely large F plasmid. However, contact between cells during conjugation is temporary.
Chromosomal genes closest to the integration site (gene 1) that are first displaced during rolling circle replication will
be transferred more quickly than genes far away from the integration site (gene 4). Hence, they are more likely to be
recombined into the recipient F− cell’s chromosome. (b) The time it takes for a gene to be transferred, as detected by
recombination into the F− cell’s chromosome, can be used to generate a map of the bacterial genome, such as this
genomic map of E. coli. Note that it takes approximately 100 minutes for the entire genome (4.6 Mbp) of an Hfr strain
of E. coli to be transferred by conjugation.

Consequences and Applications of Conjugation

Plasmids are an important type of extrachromosomal DNA element in bacteria and, in those cells that harbor them,
are considered to be part of the bacterial genome. From a clinical perspective, plasmids often code for genes involved
in virulence. For example, genes encoding proteins that make a bacterial cell resistant to a particular antibiotic are
encoded on R plasmids. R plasmids, in addition to their genes for antimicrobial resistance, contain genes that control
conjugation and transfer of the plasmid. R plasmids are able to transfer between cells of the same species and between
cells of different species. Single R plasmids commonly contain multiple genes conferring resistance to multiple
antibiotics.

Genes required for the production of various toxins and molecules important for colonization during infection
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may also be found encoded on plasmids. For example, verotoxin-producing strains of E. coli (VTEC) appear to
have acquired the genes encoding the Shiga toxin from its gram-negative relative Shigella dysenteriae through the
acquisition of a large plasmid encoding this toxin. VTEC causes severe diarrheal disease that may result in hemolytic
uremic syndrome (HUS), which may be lead to kidney failure and death.

In nonclinical settings, bacterial genes that encode metabolic enzymes needed to degrade specialized atypical
compounds like polycyclic aromatic hydrocarbons (PAHs) are also frequently encoded on plasmids. Additionally,
certain plasmids have the ability to move from bacterial cells to other cell types, like those of plants and animals,
through mechanisms distinct from conjugation. Such mechanisms and their use in genetic engineering are covered in
Modern Applications of Microbial Genetics.

Click through this animation (https://openstax.org/l/22conjuganim) to learn
more about the process of conjugation.

• What type of replication occurs during conjugation?

• What occurs to produce an Hfr E. coli cell?

• What types of traits are encoded on plasmids?

Transposition

Genetic elements called transposons (transposable elements), or “jumping genes,” are molecules of DNA that
include special inverted repeat sequences at their ends and a gene encoding the enzyme transposase (Figure 11.31).
Transposons allow the entire sequence to independently excise from one location in a DNA molecule and integrate
into the DNA elsewhere through a process called transposition. Transposons were originally discovered in maize
(corn) by American geneticist Barbara McClintock (1902–1992) in the 1940s. Transposons have since been found
in all types of organisms, both prokaryotes and eukaryotes. Thus, unlike the three previous mechanisms discussed,
transposition is not prokaryote-specific. Most transposons are nonreplicative, meaning they move in a “cut-and-paste”
fashion. Some may be replicative, however, retaining their location in the DNA while making a copy to be inserted
elsewhere (“copy and paste”). Because transposons can move within a DNA molecule, from one DNA molecule to
another, or even from one cell to another, they have the ability to introduce genetic diversity. Movement within the
same DNA molecule can alter phenotype by inactivating or activating a gene.

Transposons may carry with them additional genes, moving these genes from one location to another with them. For
example, bacterial transposons can relocate antibiotic resistance genes, moving them from chromosomes to plasmids.
This mechanism has been shown to be responsible for the colocalization of multiple antibiotic resistance genes on
a single R plasmid in Shigella strains causing bacterial dysentery. Such an R plasmid can then be easily transferred
among a bacterial population through the process of conjugation.

Link to Learning
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Figure 11.31 Transposons are segments of DNA that have the ability to move from one location to another because
they code for the enzyme transposase. In this example, a nonreplicative transposon has disrupted gene B. The
consequence of that the transcription of gene B may now have been interrupted.

• What are two ways a transposon can affect the phenotype of a cell it moves to?

Table 11.5 summarizes the processes discussed in this section.

Summary of Mechanisms of Genetic Diversity in Prokaryotes

Term Definition

Conjugation Transfer of DNA through direct contact using a conjugation pilus

Transduction Mechanism of horizontal gene transfer in bacteria in which genes are transferred through viral
infection

Transformation Mechanism of horizontal gene transfer in which naked environmental DNA is taken up by a
bacterial cell

Transposition Process whereby DNA independently excises from one location in a DNA molecule and
integrates elsewhere

Table 11.5

Part 3

Despite continued antibiotic treatment, Mark’s infection continued to progress rapidly. The infected region
continued to expand, and he had to be put on a ventilator to help him breathe. Mark’s physician ordered
surgical removal of the infected tissue. Following an initial surgery, Mark’s wound was monitored daily to
ensure that the infection did not return, but it continued to spread.

After two additional rounds of surgery, the infection finally seemed to be contained. A few days later, Mark was
removed from the ventilator and was able to breathe on his own. However, he had lost a great deal of skin and

Clinical Focus
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soft tissue on his lower leg.

• Why does the removal of infected tissue stem the infection?

• What are some likely complications of this method of treatment?

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

11.7 Gene Regulation: Operon Theory

Learning Objectives
• Compare inducible operons and repressible operons

• Describe why regulation of operons is important

Each nucleated cell in a multicellular organism contains copies of the same DNA. Similarly, all cells in two pure
bacterial cultures inoculated from the same starting colony contain the same DNA, with the exception of changes that
arise from spontaneous mutations. If each cell in a multicellular organism has the same DNA, then how is it that cells
in different parts of the organism’s body exhibit different characteristics? Similarly, how is it that the same bacterial
cells within two pure cultures exposed to different environmental conditions can exhibit different phenotypes? In both
cases, each genetically identical cell does not turn on, or express, the same set of genes. Only a subset of proteins in
a cell at a given time is expressed.

Genomic DNA contains both structural genes, which encode products that serve as cellular structures or enzymes, and
regulatory genes, which encode products that regulate gene expression. The expression of a gene is a highly regulated
process. Whereas regulating gene expression in multicellular organisms allows for cellular differentiation, in single-
celled organisms like prokaryotes, it primarily ensures that a cell’s resources are not wasted making proteins that the
cell does not need at that time.

Elucidating the mechanisms controlling gene expression is important to the understanding of human health.
Malfunctions in this process in humans lead to the development of cancer and other diseases. Understanding the
interaction between the gene expression of a pathogen and that of its human host is important for the understanding
of a particular infectious disease. Gene regulation involves a complex web of interactions within a given cell among
signals from the cell’s environment, signaling molecules within the cell, and the cell’s DNA. These interactions lead
to the expression of some genes and the suppression of others, depending on circumstances.

Prokaryotes and eukaryotes share some similarities in their mechanisms to regulate gene expression; however, gene
expression in eukaryotes is more complicated because of the temporal and spatial separation between the processes
of transcription and translation. Thus, although most regulation of gene expression occurs through transcriptional
control in prokaryotes, regulation of gene expression in eukaryotes occurs at the transcriptional level and post-
transcriptionally (after the primary transcript has been made).

Prokaryotic Gene Regulation

In bacteria and archaea, structural proteins with related functions are usually encoded together within the genome in a
block called an operon and are transcribed together under the control of a single promoter, resulting in the formation
of a polycistronic transcript (Figure 11.32). In this way, regulation of the transcription of all of the structural genes
encoding the enzymes that catalyze the many steps in a single biochemical pathway can be controlled simultaneously,
because they will either all be needed at the same time, or none will be needed. For example, in E. coli, all of the
structural genes that encode enzymes needed to use lactose as an energy source lie next to each other in the lactose (or
lac) operon under the control of a single promoter, the lac promoter. French scientists François Jacob (1920–2013)
and Jacques Monod at the Pasteur Institute were the first to show the organization of bacterial genes into operons,
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through their studies on the lac operon of E. coli. For this work, they won the Nobel Prize in Physiology or Medicine
in 1965. Although eukaryotic genes are not organized into operons, prokaryotic operons are excellent models for
learning about gene regulation generally. There are some gene clusters in eukaryotes that function similar to operons.
Many of the principles can be applied to eukaryotic systems and contribute to our understanding of changes in gene
expression in eukaryotes that can result pathological changes such as cancer.

Each operon includes DNA sequences that influence its own transcription; these are located in a region called the
regulatory region. The regulatory region includes the promoter and the region surrounding the promoter, to which
transcription factors, proteins encoded by regulatory genes, can bind. Transcription factors influence the binding
of RNA polymerase to the promoter and allow its progression to transcribe structural genes. A repressor is a
transcription factor that suppresses transcription of a gene in response to an external stimulus by binding to a DNA
sequence within the regulatory region called the operator, which is located between the RNA polymerase binding site
of the promoter and the transcriptional start site of the first structural gene. Repressor binding physically blocks RNA
polymerase from transcribing structural genes. Conversely, an activator is a transcription factor that increases the
transcription of a gene in response to an external stimulus by facilitating RNA polymerase binding to the promoter.
An inducer, a third type of regulatory molecule, is a small molecule that either activates or represses transcription by
interacting with a repressor or an activator.

In prokaryotes, there are examples of operons whose gene products are required rather consistently and whose
expression, therefore, is unregulated. Such operons are constitutively expressed, meaning they are transcribed and
translated continuously to provide the cell with constant intermediate levels of the protein products. Such genes
encode enzymes involved in housekeeping functions required for cellular maintenance, including DNA replication,
repair, and expression, as well as enzymes involved in core metabolism. In contrast, there are other prokaryotic
operons that are expressed only when needed and are regulated by repressors, activators, and inducers.

Figure 11.32 In prokaryotes, structural genes of related function are often organized together on the genome and
transcribed together under the control of a single promoter. The operon’s regulatory region includes both the
promoter and the operator. If a repressor binds to the operator, then the structural genes will not be transcribed.
Alternatively, activators may bind to the regulatory region, enhancing transcription.

• What are the parts in the DNA sequence of an operon?

• What types of regulatory molecules are there?

Chapter 11 | Mechanisms of Microbial Genetics 489



Regulation by Repression

Prokaryotic operons are commonly controlled by the binding of repressors to operator regions, thereby preventing
the transcription of the structural genes. Such operons are classified as either repressible operons or inducible
operons. Repressible operons, like the tryptophan (trp) operon, typically contain genes encoding enzymes required for
a biosynthetic pathway. As long as the product of the pathway, like tryptophan, continues to be required by the cell,
a repressible operon will continue to be expressed. However, when the product of the biosynthetic pathway begins
to accumulate in the cell, removing the need for the cell to continue to make more, the expression of the operon is
repressed. Conversely, inducible operons, like the lac operon of E. coli, often contain genes encoding enzymes in a
pathway involved in the metabolism of a specific substrate like lactose. These enzymes are only required when that
substrate is available, thus expression of the operons is typically induced only in the presence of the substrate.

The trp Operon: A Repressible Operon

E. coli can synthesize tryptophan using enzymes that are encoded by five structural genes located next to each other
in the trp operon (Figure 11.33). When environmental tryptophan is low, the operon is turned on. This means that
transcription is initiated, the genes are expressed, and tryptophan is synthesized. However, if tryptophan is present in
the environment, the trp operon is turned off. Transcription does not occur and tryptophan is not synthesized.

When tryptophan is not present in the cell, the repressor by itself does not bind to the operator; therefore, the operon
is active and tryptophan is synthesized. However, when tryptophan accumulates in the cell, two tryptophan molecules
bind to the trp repressor molecule, which changes its shape, allowing it to bind to the trp operator. This binding of
the active form of the trp repressor to the operator blocks RNA polymerase from transcribing the structural genes,
stopping expression of the operon. Thus, the actual product of the biosynthetic pathway controlled by the operon
regulates the expression of the operon.

Figure 11.33 The five structural genes needed to synthesize tryptophan in E. coli are located next to each other in
the trp operon. When tryptophan is absent, the repressor protein does not bind to the operator, and the genes are
transcribed. When tryptophan is plentiful, tryptophan binds the repressor protein at the operator sequence. This
physically blocks the RNA polymerase from transcribing the tryptophan biosynthesis genes.
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Watch this video (https://openstax.org/l/22trpoperon) to learn more about the
trp operon.

The lac Operon: An Inducible Operon

The lac operon is an example of an inducible operon that is also subject to activation in the absence of glucose
(Figure 11.34). The lac operon encodes three structural genes necessary to acquire and process the disaccharide
lactose from the environment, breaking it down into the simple sugars glucose and galactose. For the lac operon to be
expressed, lactose must be present. This makes sense for the cell because it would be energetically wasteful to create
the enzymes to process lactose if lactose was not available.

In the absence of lactose, the lac repressor is bound to the operator region of the lac operon, physically preventing
RNA polymerase from transcribing the structural genes. However, when lactose is present, the lactose inside the cell
is converted to allolactose. Allolactose serves as an inducer molecule, binding to the repressor and changing its shape
so that it is no longer able to bind to the operator DNA. Removal of the repressor in the presence of lactose allows
RNA polymerase to move through the operator region and begin transcription of the lac structural genes.

Figure 11.34 The three structural genes that are needed to degrade lactose in E. coli are located next to each other
in the lac operon. When lactose is absent, the repressor protein binds to the operator, physically blocking the RNA
polymerase from transcribing the lac structural genes. When lactose is available, a lactose molecule binds the
repressor protein, preventing the repressor from binding to the operator sequence, and the genes are transcribed.

The lac Operon: Activation by Catabolite Activator Protein

Bacteria typically have the ability to use a variety of substrates as carbon sources. However, because glucose is
usually preferable to other substrates, bacteria have mechanisms to ensure that alternative substrates are only used
when glucose has been depleted. Additionally, bacteria have mechanisms to ensure that the genes encoding enzymes
for using alternative substrates are expressed only when the alternative substrate is available. In the 1940s, Jacques
Monod was the first to demonstrate the preference for certain substrates over others through his studies of E. coli’s
growth when cultured in the presence of two different substrates simultaneously. Such studies generated diauxic
growth curves, like the one shown in Figure 11.35. Although the preferred substrate glucose is used first, E. coli

Link to Learning
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grows quickly and the enzymes for lactose metabolism are absent. However, once glucose levels are depleted, growth
rates slow, inducing the expression of the enzymes needed for the metabolism of the second substrate, lactose. Notice
how the growth rate in lactose is slower, as indicated by the lower steepness of the growth curve.

The ability to switch from glucose use to another substrate like lactose is a consequence of the activity of an enzyme
called Enzyme IIA (EIIA). When glucose levels drop, cells produce less ATP from catabolism (see Catabolism of
Carbohydrates), and EIIA becomes phosphorylated. Phosphorylated EIIA activates adenylyl cyclase, an enzyme
that converts some of the remaining ATP to cyclic AMP (cAMP), a cyclic derivative of AMP and important signaling
molecule involved in glucose and energy metabolism in E. coli. As a result, cAMP levels begin to rise in the cell
(Figure 11.36).

The lac operon also plays a role in this switch from using glucose to using lactose. When glucose is scarce, the
accumulating cAMP caused by increased adenylyl cyclase activity binds to catabolite activator protein (CAP),
also known as cAMP receptor protein (CRP). The complex binds to the promoter region of the lac operon (Figure
11.37). In the regulatory regions of these operons, a CAP binding site is located upstream of the RNA polymerase
binding site in the promoter. Binding of the CAP-cAMP complex to this site increases the binding ability of RNA
polymerase to the promoter region to initiate the transcription of the structural genes. Thus, in the case of the lac
operon, for transcription to occur, lactose must be present (removing the lac repressor protein) and glucose levels must
be depleted (allowing binding of an activating protein). When glucose levels are high, there is catabolite repression
of operons encoding enzymes for the metabolism of alternative substrates. Because of low cAMP levels under these
conditions, there is an insufficient amount of the CAP-cAMP complex to activate transcription of these operons. See
Table 11.6 for a summary of the regulation of the lac operon.

Figure 11.35 When grown in the presence of two substrates, E. coli uses the preferred substrate (in this case
glucose) until it is depleted. Then, enzymes needed for the metabolism of the second substrate are expressed and
growth resumes, although at a slower rate.
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Figure 11.36 When ATP levels decrease due to depletion of glucose, some remaining ATP is converted to cAMP by
adenylyl cyclase. Thus, increased cAMP levels signal glucose depletion.

Figure 11.37 (a) In the presence of cAMP, CAP binds to the promoters of operons, like the lac operon, that encode
genes for enzymes for the use of alternate substrates. (b) For the lac operon to be expressed, there must be
activation by cAMP-CAP as well as removal of the lac repressor from the operator.

Conditions Affecting Transcription of the lac Operon

Glucose CAP binds Lactose Repressor binds Transcription

+ – – + No

+ – + – Some

– + – + No

– + + – Yes

Table 11.6
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Watch an animated tutorial (https://openstax.org/l/22lacoperon) about the
workings of lac operon here.

• What affects the binding of the trp operon repressor to the operator?

• How and when is the behavior of the lac repressor protein altered?

• In addition to being repressible, how else is the lac operon regulated?

Global Responses of Prokaryotes

In prokaryotes, there are also several higher levels of gene regulation that have the ability to control the transcription
of many related operons simultaneously in response to an environmental signal. A group of operons all controlled
simultaneously is called a regulon.

Alarmones

When sensing impending stress, prokaryotes alter the expression of a wide variety of operons to respond in
coordination. They do this through the production of alarmones, which are small intracellular nucleotide derivatives.
Alarmones change which genes are expressed and stimulate the expression of specific stress-response genes. The
use of alarmones to alter gene expression in response to stress appears to be important in pathogenic bacteria. On
encountering host defense mechanisms and other harsh conditions during infection, many operons encoding virulence
genes are upregulated in response to alarmone signaling. Knowledge of these responses is key to being able to fully
understand the infection process of many pathogens and to the development of therapies to counter this process.

Alternate σ Factors

Since the σ subunit of bacterial RNA polymerase confers specificity as to which promoters should be transcribed,
altering the σ factor used is another way for bacteria to quickly and globally change what regulons are transcribed at
a given time. The σ factor recognizes sequences within a bacterial promoter, so different σ factors will each recognize
slightly different promoter sequences. In this way, when the cell senses specific environmental conditions, it may
respond by changing which σ factor it expresses, degrading the old one and producing a new one to transcribe the
operons encoding genes whose products will be useful under the new environmental condition. For example, in
sporulating bacteria of the genera Bacillus and Clostridium (which include many pathogens), a group of σ factors
controls the expression of the many genes needed for sporulation in response to sporulation-stimulating signals.

• What is the name given to a collection of operons that can be regulated as a group?

• What type of stimulus would trigger the transcription of a different σ factor?

Link to Learning
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Additional Methods of Regulation in Bacteria: Attenuation and
Riboswitches

Although most gene expression is regulated at the level of transcription initiation in prokaryotes, there are also
mechanisms to control both the completion of transcription as well as translation concurrently. Since their discovery,
these mechanisms have been shown to control the completion of transcription and translation of many prokaryotic
operons. Because these mechanisms link the regulation of transcription and translation directly, they are specific to
prokaryotes, because these processes are physically separated in eukaryotes.

One such regulatory system is attenuation, whereby secondary stem-loop structures formed within the 5’ end of an
mRNA being transcribed determine if transcription to complete the synthesis of this mRNA will occur and if this
mRNA will be used for translation. Beyond the transcriptional repression mechanism already discussed, attenuation
also controls expression of the trp operon in E. coli (Figure 11.38). The trp operon regulatory region contains a
leader sequence called trpL between the operator and the first structural gene, which has four stretches of RNA that
can base pair with each other in different combinations. When a terminator stem-loop forms, transcription terminates,
releasing RNA polymerase from the mRNA. However, when an antiterminator stem-loop forms, this prevents the
formation of the terminator stem-loop, so RNA polymerase can transcribe the structural genes.

A related mechanism of concurrent regulation of transcription and translation in prokaryotes is the use of a
riboswitch, a small region of noncoding RNA found within the 5’ end of some prokaryotic mRNA molecules
(Figure 11.39. A riboswitch may bind to a small intracellular molecule to stabilize certain secondary structures of
the mRNA molecule. The binding of the small molecule determines which stem-loop structure forms, thus influencing
the completion of mRNA synthesis and protein synthesis.
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Figure 11.38 When tryptophan is plentiful, translation of the short leader peptide encoded by trpL proceeds, the
terminator loop between regions 3 and 4 forms, and transcription terminates. When tryptophan levels are depleted,
translation of the short leader peptide stalls at region 1, allowing regions 2 and 3 to form an antiterminator loop, and
RNA polymerase can transcribe the structural genes of the trp operon.
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Figure 11.39 Riboswitches found within prokaryotic mRNA molecules can bind to small intracellular molecules,
stabilizing certain RNA structures, influencing either the completion of the synthesis of the mRNA molecule itself (left)
or the protein made using that mRNA (right).

Other Factors Affecting Gene Expression in Prokaryotes and Eukaryotes

Although the focus on our discussion of transcriptional control used prokaryotic operons as examples, eukaryotic
transcriptional control is similar in many ways. As in prokaryotes, eukaryotic transcription can be controlled through
the binding of transcription factors including repressors and activators. Interestingly, eukaryotic transcription can be
influenced by the binding of proteins to regions of DNA, called enhancers, rather far away from the gene, through
DNA looping facilitated between the enhancer and the promoter (Figure 11.40). Overall, regulating transcription is
a highly effective way to control gene expression in both prokaryotes and eukaryotes. However, the control of gene
expression in eukaryotes in response to environmental and cellular stresses can be accomplished in additional ways
without the binding of transcription factors to regulatory regions.
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Figure 11.40 In eukaryotes, an enhancer is a DNA sequence that promotes transcription. Each enhancer is made
up of short DNA sequences called distal control elements. Activators bound to the distal control elements interact with
mediator proteins and transcription factors. Two different genes may have the same promoter but different distal
control elements, enabling differential gene expression.

DNA-Level Control

In eukaryotes, the DNA molecules or associated histones can be chemically modified in such a way as to influence
transcription; this is called epigenetic regulation. Methylation of certain cytosine nucleotides in DNA in response
to environmental factors has been shown to influence use of such DNA for transcription, with DNA methylation
commonly correlating to lowered levels of gene expression. Additionally, in response to environmental factors,
histone proteins for packaging DNA can also be chemically modified in multiple ways, including acetylation and
deacetylation, influencing the packaging state of DNA and thus affecting the availability of loosely wound DNA for
transcription. These chemical modifications can sometimes be maintained through multiple rounds of cell division,
making at least some of these epigenetic changes heritable.

This video (https://openstax.org/l/22epigreg) describes how epigenetic
regulation controls gene expression.

• What stops or allows transcription to proceed when attenuation is operating?

• What determines the state of a riboswitch?

• Describe the function of an enhancer.

• Describe two mechanisms of epigenetic regulation in eukaryotes.

Link to Learning
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Resolution

Although Mark survived his bout with necrotizing fasciitis, he would now have to undergo a skin-grafting
surgery, followed by long-term physical therapy. Based on the amount of muscle mass he lost, it is unlikely that
his leg will return to full strength, but his physical therapist is optimistic that he will regain some use of his leg.

Laboratory testing revealed the causative agent of Mark’s infection was a strain of group A streptococcus
(Group A strep). As required by law, Mark’s case was reported to the state health department and ultimately to
the Centers for Disease Control and Prevention (CDC). At the CDC, the strain of group A strep isolated from
Mark was analyzed more thoroughly for methicillin resistance.

Methicillin resistance is genetically encoded and is becoming more common in group A strep through horizontal
gene transfer. In necrotizing fasciitis, blood flow to the infected area is typically limited because of the action
of various genetically encoded bacterial toxins. This is why there is typically little to no bleeding as a result
of the incision test. Unfortunately, these bacterial toxins limit the effectiveness of intravenous antibiotics in
clearing infection from the skin and underlying tissue, meaning that antibiotic resistance alone does not explain
the ineffectiveness of Mark’s treatment. Nevertheless, intravenous antibiotic therapy was warranted to help
minimize the possible outcome of sepsis, which is a common outcome of necrotizing fasciitis. Through genomic
analysis by the CDC of the strain isolated from Mark, several of the important virulence genes were shown
to be encoded on prophages, indicating that transduction is important in the horizontal gene transfer of these
genes from one bacterial cell to another.

Go back to the previous Clinical Focus box.

Summary

11.1 The Functions of Genetic Material
• DNA serves two important cellular functions: It is the genetic material passed from parent to offspring and

it serves as the information to direct and regulate the construction of the proteins necessary for the cell to
perform all of its functions.

• The central dogma states that DNA organized into genes specifies the sequences of messenger RNA
(mRNA), which, in turn, specifies the amino acid sequence of proteins.

• The genotype of a cell is the full collection of genes a cell contains. Not all genes are used to make proteins
simultaneously. The phenotype is a cell’s observable characteristics resulting from the proteins it is producing
at a given time under specific environmental conditions.

11.2 DNA Replication
• The DNA replication process is semiconservative, which results in two DNA molecules, each having one

parental strand of DNA and one newly synthesized strand.

• In bacteria, the initiation of replication occurs at the origin of replication, where supercoiled DNA is
unwound by DNA gyrase, made single-stranded by helicase, and bound by single-stranded binding protein
to maintain its single-stranded state. Primase synthesizes a short RNA primer, providing a free 3’-OH group
to which DNA polymerase III can add DNA nucleotides.

• During elongation, the leading strand of DNA is synthesized continuously from a single primer. The lagging
strand is synthesized discontinuously in short Okazaki fragments, each requiring its own primer. The RNA
primers are removed and replaced with DNA nucleotides by bacterial DNA polymerase I, and DNA ligase
seals the gaps between these fragments.

• Termination of replication in bacteria involves the resolution of circular DNA concatemers by topoisomerase
IV to release the two copies of the circular chromosome.

• Eukaryotes typically have multiple linear chromosomes, each with multiple origins of replication. Overall,

Clinical Focus
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replication in eukaryotes is similar to that in prokaryotes.

• The linear nature of eukaryotic chromosomes necessitates telomeres to protect genes near the end of the
chromosomes. Telomerase extends telomeres, preventing their degradation, in some cell types.

• Rolling circle replication is a type of rapid unidirectional DNA synthesis of a circular DNA molecule used
for the replication of some plasmids.

11.3 RNA Transcription
• During transcription, the information encoded in DNA is used to make RNA.

• RNA polymerase synthesizes RNA, using the antisense strand of the DNA as template by adding
complementary RNA nucleotides to the 3’ end of the growing strand.

• RNA polymerase binds to DNA at a sequence called a promoter during the initiation of transcription.

• Genes encoding proteins of related functions are frequently transcribed under the control of a single promoter
in prokaryotes, resulting in the formation of a polycistronic mRNA molecule that encodes multiple
polypeptides.

• Unlike DNA polymerase, RNA polymerase does not require a 3’-OH group to add nucleotides, so a primer
is not needed during initiation.

• Termination of transcription in bacteria occurs when the RNA polymerase encounters specific DNA
sequences that lead to stalling of the polymerase. This results in release of RNA polymerase from the DNA
template strand, freeing the RNA transcript.

• Eukaryotes have three different RNA polymerases. Eukaryotes also have monocistronic mRNA, each
encoding only a single polypeptide.

• Eukaryotic primary transcripts are processed in several ways, including the addition of a 5’ cap and a 3′-poly-
A tail, as well as splicing, to generate a mature mRNA molecule that can be transported out of the nucleus
and that is protected from degradation.

11.4 Protein Synthesis (Translation)
• In translation, polypeptides are synthesized using mRNA sequences and cellular machinery, including tRNAs

that match mRNA codons to specific amino acids and ribosomes composed of RNA and proteins that catalyze
the reaction.

• The genetic code is degenerate in that several mRNA codons code for the same amino acids. The genetic
code is almost universal among living organisms.

• Prokaryotic (70S) and cytoplasmic eukaryotic (80S) ribosomes are each composed of a large subunit and a
small subunit of differing sizes between the two groups. Each subunit is composed of rRNA and protein.
Organelle ribosomes in eukaryotic cells resemble prokaryotic ribosomes.

• Some 60 to 90 species of tRNA exist in bacteria. Each tRNA has a three-nucleotide anticodon as well as a
binding site for a cognate amino acid. All tRNAs with a specific anticodon will carry the same amino acid.

• Initiation of translation occurs when the small ribosomal subunit binds with initiation factors and an initiator
tRNA at the start codon of an mRNA, followed by the binding to the initiation complex of the large ribosomal
subunit.

• In prokaryotic cells, the start codon codes for N-formyl-methionine carried by a special initiator tRNA. In
eukaryotic cells, the start codon codes for methionine carried by a special initiator tRNA. In addition, whereas
ribosomal binding of the mRNA in prokaryotes is facilitated by the Shine-Dalgarno sequence within the
mRNA, eukaryotic ribosomes bind to the 5’ cap of the mRNA.

• During the elongation stage of translation, a charged tRNA binds to mRNA in the A site of the ribosome; a
peptide bond is catalyzed between the two adjacent amino acids, breaking the bond between the first amino
acid and its tRNA; the ribosome moves one codon along the mRNA; and the first tRNA is moved from the P
site of the ribosome to the E site and leaves the ribosomal complex.

• Termination of translation occurs when the ribosome encounters a stop codon, which does not code for a
tRNA. Release factors cause the polypeptide to be released, and the ribosomal complex dissociates.
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• In prokaryotes, transcription and translation may be coupled, with translation of an mRNA molecule
beginning as soon as transcription allows enough mRNA exposure for the binding of a ribosome, prior to
transcription termination. Transcription and translation are not coupled in eukaryotes because transcription
occurs in the nucleus, whereas translation occurs in the cytoplasm or in association with the rough
endoplasmic reticulum.

• Polypeptides often require one or more post-translational modifications to become biologically active.

11.5 Mutations
• A mutation is a heritable change in DNA. A mutation may lead to a change in the amino-acid sequence of a

protein, possibly affecting its function.

• A point mutation affects a single base pair. A point mutation may cause a silent mutation if the mRNA
codon codes for the same amino acid, a missense mutation if the mRNA codon codes for a different amino
acid, or a nonsense mutation if the mRNA codon becomes a stop codon.

• Missense mutations may retain function, depending on the chemistry of the new amino acid and its location
in the protein. Nonsense mutations produce truncated and frequently nonfunctional proteins.

• A frameshift mutation results from an insertion or deletion of a number of nucleotides that is not a multiple
of three. The change in reading frame alters every amino acid after the point of the mutation and results in a
nonfunctional protein.

• Spontaneous mutations occur through DNA replication errors, whereas induced mutations occur through
exposure to a mutagen.

• Mutagenic agents are frequently carcinogenic but not always. However, nearly all carcinogens are mutagenic.

• Chemical mutagens include base analogs and chemicals that modify existing bases. In both cases, mutations
are introduced after several rounds of DNA replication.

• Ionizing radiation, such as X-rays and γ-rays, leads to breakage of the phosphodiester backbone of DNA and
can also chemically modify bases to alter their base-pairing rules.

• Nonionizing radiation like ultraviolet light may introduce pyrimidine (thymine) dimers, which, during DNA
replication and transcription, may introduce frameshift or point mutations.

• Cells have mechanisms to repair naturally occurring mutations. DNA polymerase has proofreading activity.
Mismatch repair is a process to repair incorrectly incorporated bases after DNA replication has been
completed.

• Pyrimidine dimers can also be repaired. In nucleotide excision repair (dark repair), enzymes recognize the
distortion introduced by the pyrimidine dimer and replace the damaged strand with the correct bases, using
the undamaged DNA strand as a template. Bacteria and other organisms may also use direct repair, in which
the photolyase enzyme, in the presence of visible light, breaks apart the pyrimidines.

• Through comparison of growth on the complete plate and lack of growth on media lacking specific nutrients,
specific loss-of-function mutants called auxotrophs can be identified.

• The Ames test is an inexpensive method that uses auxotrophic bacteria to measure mutagenicity of a chemical
compound. Mutagenicity is an indicator of carcinogenic potential.

11.6 How Asexual Prokaryotes Achieve Genetic Diversity
• Horizontal gene transfer is an important way for asexually reproducing organisms like prokaryotes to

acquire new traits.

• There are three mechanisms of horizontal gene transfer typically used by bacteria: transformation,
transduction, and conjugation.

• Transformation allows for competent cells to take up naked DNA, released from other cells on their death,
into their cytoplasm, where it may recombine with the host genome.

• In generalized transduction, any piece of chromosomal DNA may be transferred by accidental packaging
of the degraded host chromosome into a phage head. In specialized transduction, only chromosomal DNA
adjacent to the integration site of a lysogenic phage may be transferred as a result of imprecise excision of the
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prophage.

• Conjugation is mediated by the F plasmid, which encodes a conjugation pilus that brings an F plasmid-
containing F+ cell into contact with an F- cell.

• The rare integration of the F plasmid into the bacterial chromosome, generating an Hfr cell, allows for transfer
of chromosomal DNA from the donor to the recipient. Additionally, imprecise excision of the F plasmid from
the chromosome may generate an F’ plasmid that may be transferred to a recipient by conjugation.

• Conjugation transfer of R plasmids is an important mechanism for the spread of antibiotic resistance in
bacterial communities.

• Transposons are molecules of DNA with inverted repeats at their ends that also encode the enzyme
transposase, allowing for their movement from one location in DNA to another. Although found in both
prokaryotes and eukaryotes, transposons are clinically relevant in bacterial pathogens for the movement of
virulence factors, including antibiotic resistance genes.

11.7 Gene Regulation: Operon Theory
• Gene expression is a tightly regulated process.

• Gene expression in prokaryotes is largely regulated at the point of transcription. Gene expression in eukaryotes
is additionally regulated post-transcriptionally.

• Prokaryotic structural genes of related function are often organized into operons, all controlled by
transcription from a single promoter. The regulatory region of an operon includes the promoter itself and the
region surrounding the promoter to which transcription factors can bind to influence transcription.

• Although some operons are constitutively expressed, most are subject to regulation through the use of
transcription factors (repressors and activators). A repressor binds to an operator, a DNA sequence within
the regulatory region between the RNA polymerase binding site in the promoter and first structural gene,
thereby physically blocking transcription of these operons. An activator binds within the regulatory region of
an operon, helping RNA polymerase bind to the promoter, thereby enhancing the transcription of this operon.
An inducer influences transcription through interacting with a repressor or activator.

• The trp operon is a classic example of a repressible operon. When tryptophan accumulates, tryptophan binds
to a repressor, which then binds to the operator, preventing further transcription.

• The lac operon is a classic example an inducible operon. When lactose is present in the cell, it is converted to
allolactose. Allolactose acts as an inducer, binding to the repressor and preventing the repressor from binding
to the operator. This allows transcription of the structural genes.

• The lac operon is also subject to activation. When glucose levels are depleted, some cellular ATP is converted
into cAMP, which binds to the catabolite activator protein (CAP). The cAMP-CAP complex activates
transcription of the lac operon. When glucose levels are high, its presence prevents transcription of the lac
operon and other operons by catabolite repression.

• Small intracellular molecules called alarmones are made in response to various environmental stresses,
allowing bacteria to control the transcription of a group of operons, called a regulon.

• Bacteria have the ability to change which σ factor of RNA polymerase they use in response to environmental
conditions to quickly and globally change which regulons are transcribed.

• Prokaryotes have regulatory mechanisms, including attenuation and the use of riboswitches, to
simultaneously control the completion of transcription and translation from that transcript. These mechanisms
work through the formation of stem loops in the 5’ end of an mRNA molecule currently being synthesized.

• There are additional points of regulation of gene expression in prokaryotes and eukaryotes. In eukaryotes,
epigenetic regulation by chemical modification of DNA or histones, and regulation of RNA processing are
two methods.
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Multiple Choice

1. DNA does all but which of the following?
a. serves as the genetic material passed from parent

to offspring
b. remains constant despite changes in

environmental conditions
c. provides the instructions for the synthesis of

messenger RNA
d. is read by ribosomes during the process of

translation

2. According to the central dogma, which of the
following represents the flow of genetic information in
cells?

a. protein to DNA to RNA
b. DNA to RNA to protein
c. RNA to DNA to protein
d. DNA to protein to RNA

3. Which of the following is the enzyme that replaces
the RNA nucleotides in a primer with DNA nucleotides?

a. DNA polymerase III
b. DNA polymerase I
c. primase
d. helicase

4. Which of the following is not involved in the
initiation of replication?

a. ligase
b. DNA gyrase
c. single-stranded binding protein
d. primase

5. Which of the following enzymes involved in DNA
replication is unique to eukaryotes?

a. helicase
b. DNA polymerase
c. ligase
d. telomerase

6. Which of the following would be synthesized using
5′-CAGTTCGGA-3′ as a template?

a. 3′-AGGCTTGAC-4′
b. 3′-TCCGAACTG-5′
c. 3′-GTCAAGCCT-5′
d. 3′-CAGTTCGGA-5′

7. During which stage of bacterial transcription is the σ
subunit of the RNA polymerase involved?

a. initiation
b. elongation
c. termination
d. splicing

8. Which of the following components is involved in
the initiation of transcription?

a. primer
b. origin
c. promoter
d. start codon

9. Which of the following is not a function of the 5’
cap and 3’ poly-A tail of a mature eukaryotic mRNA
molecule?

a. to facilitate splicing
b. to prevent mRNA degradation
c. to aid export of the mature transcript to the

cytoplasm
d. to aid ribosome binding to the transcript

10. Mature mRNA from a eukaryote would contain
each of these features except which of the following?

a. exon-encoded RNA
b. intron-encoded RNA
c. 5’ cap
d. 3’ poly-A tail

11. Which of the following is the name of the three-
base sequence in the mRNA that binds to a tRNA
molecule?

a. P site
b. codon
c. anticodon
d. CCA binding site

12. Which component is the last to join the initiation
complex during the initiation of translation?

a. the mRNA molecule
b. the small ribosomal subunit
c. the large ribosomal subunit
d. the initiator tRNA

Review Questions
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13. During elongation in translation, to which
ribosomal site does an incoming charged tRNA
molecule bind?

a. A site
b. P site
c. E site
d. B site

14. Which of the following is the amino acid that
appears at the N-terminus of all newly translated
prokaryotic and eukaryotic polypeptides?

a. tryptophan
b. methionine
c. selenocysteine
d. glycine

15. When the ribosome reaches a nonsense codon,
which of the following occurs?

a. a methionine is incorporated
b. the polypeptide is released
c. a peptide bond forms
d. the A site binds to a charged tRNA

16. Which of the following is a change in the sequence
that leads to formation of a stop codon?

a. missense mutation
b. nonsense mutation
c. silent mutation
d. deletion mutation

17. The formation of pyrimidine dimers results from
which of the following?

a. spontaneous errors by DNA polymerase
b. exposure to gamma radiation
c. exposure to ultraviolet radiation
d. exposure to intercalating agents

18. Which of the following is an example of a
frameshift mutation?

a. a deletion of a codon
b. missense mutation
c. silent mutation
d. deletion of one nucleotide

19. Which of the following is the type of DNA repair in
which thymine dimers are directly broken down by the
enzyme photolyase?

a. direct repair
b. nucleotide excision repair
c. mismatch repair
d. proofreading

20. Which of the following regarding the Ames test is
true?

a. It is used to identify newly formed auxotrophic
mutants.

b. It is used to identify mutants with restored
biosynthetic activity.

c. It is used to identify spontaneous mutants.
d. It is used to identify mutants lacking

photoreactivation activity.

21. Which is the mechanism by which improper
excision of a prophage from a bacterial chromosome
results in packaging of bacterial genes near the
integration site into a phage head?

a. conjugation
b. generalized transduction
c. specialized transduction
d. transformation

22. Which of the following refers to the uptake of
naked DNA from the surrounding environment?

a. conjugation
b. generalized transduction
c. specialized transduction
d. transformation

23. The F plasmid is involved in which of the following
processes?

a. conjugation
b. transduction
c. transposition
d. transformation

24. Which of the following refers to the mechanism
of horizontal gene transfer naturally responsible for the
spread of antibiotic resistance genes within a bacterial
population?

a. conjugation
b. generalized transduction
c. specialized transduction
d. transformation

25. An operon of genes encoding enzymes in a
biosynthetic pathway is likely to be which of the
following?

a. inducible
b. repressible
c. constitutive
d. monocistronic
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26. An operon encoding genes that are transcribed and
translated continuously to provide the cell with constant
intermediate levels of the protein products is said to be
which of the following?

a. repressible
b. inducible
c. constitutive
d. activated

27. Which of the following conditions leads to
maximal expression of the lac operon?

a. lactose present, glucose absent
b. lactose present, glucose present
c. lactose absent, glucose absent
d. lactose absent, glucose present

28. Which of the following is a type of regulation of
gene expression unique to eukaryotes?

a. attenuation
b. use of alternate σ factor
c. chemical modification of histones
d. alarmones

True/False

29. Cells are always producing proteins from every gene they possess.

30. More primers are used in lagging strand synthesis than in leading strand synthesis.

31. Each codon within the genetic code encodes a different amino acid.

32. Carcinogens are typically mutagenic.

33. Asexually reproducing organisms lack mechanisms for generating genetic diversity within a population.

Fill in the Blank

34. The process of making an RNA copy of a gene is called ________.

35. A cell’s ________ remains constant whereas its phenotype changes in response to environmental influences.

36. The enzyme responsible for relaxing supercoiled DNA to allow for the initiation of replication is called
________.

37. Unidirectional replication of a circular DNA molecule like a plasmid that involves nicking one DNA strand and
displacing it while synthesizing a new strand is called ________.

38. A ________ mRNA is one that codes for multiple polypeptides.

39. The protein complex responsible for removing intron-encoded RNA sequences from primary transcripts in
eukaryotes is called the ________.

40. The third position within a codon, in which changes often result in the incorporation of the same amino acid into
the growing polypeptide, is called the ________.

41. The enzyme that adds an amino acid to a tRNA molecule is called ________.
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42. A chemical mutagen that is structurally similar to a nucleotide but has different base-pairing rules is called a
________.

43. The enzyme used in light repair to split thymine dimers is called ________.

44. The phenotype of an organism that is most commonly observed in nature is called the ________.

45. A small DNA molecule that has the ability to independently excise from one location in a larger DNA molecule
and integrate into the DNA elsewhere is called a ________.

46. ________ is a group of mechanisms that allow for the introduction of genetic material from one organism to
another organism within the same generation.

47. The DNA sequence, to which repressors may bind, that lies between the promoter and the first structural gene is
called the ________.

48. The prevention of expression of operons encoding substrate use pathways for substrates other than glucose when
glucose is present is called _______.

Short Answer

49. Can two observably different cells have the same genotype? Explain.

50. Why is primase required for DNA replication?

51. What is the role of single-stranded binding protein in DNA replication?

52. Below is a DNA sequence. Envision that this is a section of a DNA molecule that has separated in preparation
for replication, so you are only seeing one DNA strand. Construct the complementary DNA sequence (indicating 5’
and 3’ ends).

DNA sequence: 3’-T A C T G A C T G A C G A T C-5’

53. What is the purpose of RNA processing in eukaryotes? Why don’t prokaryotes require similar processing?

54. Below is a DNA sequence. Envision that this is a section of a DNA molecule that has separated in preparation
for transcription, so you are only seeing the antisense strand. Construct the mRNA sequence transcribed from this
template.

Antisense DNA strand: 3’-T A C T G A C T G A C G A T C-5’

55. Why does translation terminate when the ribosome reaches a stop codon? What happens?

56. How does the process of translation differ between prokaryotes and eukaryotes?

57. What is meant by the genetic code being nearly universal?

58. Below is an antisense DNA sequence. Translate the mRNA molecule synthesized using the genetic code,
recording the resulting amino acid sequence, indicating the N and C termini.

Antisense DNA strand: 3’-T A C T G A C T G A C G A T C-5’

59. Why is it more likely that insertions or deletions will be more detrimental to a cell than point mutations?

60. Briefly describe two ways in which chromosomal DNA from a donor cell may be transferred to a recipient cell
during the process of conjugation.

61. Describe what happens when a nonsense mutation is introduced into the gene encoding transposase within a
transposon.

62. What are two ways that bacteria can influence the transcription of multiple different operons simultaneously in
response to a particular environmental condition?
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Critical Thinking

63. A pure culture of an unknown bacterium was streaked onto plates of a variety of media. You notice that the
colony morphology is strikingly different on plates of minimal media with glucose compared to that seen on trypticase
soy agar plates. How can you explain these differences in colony morphology?

64. Review Figure 11.4 and Figure 11.5. Why was it important that Meselson and Stahl continue their experiment
to at least two rounds of replication after isotopic labeling of the starting DNA with 15N, instead of stopping the
experiment after only one round of replication?

65. If deoxyribonucleotides that lack the 3’-OH groups are added during the replication process, what do you expect
will occur?

66. Predict the effect of an alteration in the sequence of nucleotides in the –35 region of a bacterial promoter.

67. Label the following in the figure: ribosomal E, P, and A sites; mRNA; codons; anticodons; growing polypeptide;
incoming amino acid; direction of translocation; small ribosomal unit; large ribosomal unit.

68. Prior to the elucidation of the genetic code, prominent scientists, including Francis Crick, had predicted that
each mRNA codon, coding for one of the 20 amino acids, needed to be at least three nucleotides long. Why is it not
possible for codons to be any shorter?
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69. Below are several DNA sequences that are mutated compared with the wild-type sequence: 3’-T A C T G A
C T G A C G A T C-5’. Envision that each is a section of a DNA molecule that has separated in preparation for
transcription, so you are only seeing the template strand. Construct the complementary DNA sequences (indicating
5’ and 3’ ends) for each mutated DNA sequence, then transcribe (indicating 5’ and 3’ ends) the template strands, and
translate the mRNA molecules using the genetic code, recording the resulting amino acid sequence (indicating the N
and C termini). What type of mutation is each?

Mutated DNA Template Strand #1: 3’-T A C T G T C T G A C G A T C-5’

Complementary DNA sequence:

mRNA sequence transcribed from template:

Amino acid sequence of peptide:

Type of mutation:

Mutated DNA Template Strand #2: 3’-T A C G G A C T G A C G A T C-5’

Complementary DNA sequence:

mRNA sequence transcribed from template:

Amino acid sequence of peptide:

Type of mutation:

Mutated DNA Template Strand #3: 3’-T A C T G A C T G A C T A T C-5’

Complementary DNA sequence:

mRNA sequence transcribed from template:

Amino acid sequence of peptide:

Type of mutation:

Mutated DNA Template Strand #4: 3’-T A C G A C T G A C T A T C-5’

Complementary DNA sequence:

mRNA sequence transcribed from template:

Amino acid sequence of peptide:

Type of mutation:

70. Why do you think the Ames test is preferable to the use of animal models to screen chemical compounds for
mutagenicity?

71. The following figure is from Monod’s original work on diauxic growth showing the growth of E. coli in the
simultaneous presence of xylose and glucose as the only carbon sources. Explain what is happening at points A–D
with respect to the carbon source being used for growth, and explain whether the xylose-use operon is being expressed
(and why). Note that expression of the enzymes required for xylose use is regulated in a manner similar to the
expression of the enzymes required for lactose use.
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Chapter 12

Modern Applications of Microbial
Genetics

Figure 12.1 A thermal cycler (left) is used during a polymerase chain reaction (PCR). PCR amplifies the number of
copies of DNA and can assist in diagnosis of infections caused by microbes that are difficult to culture, such as
Chlamydia trachomatis (right). C. trachomatis causes chlamydia, the most common sexually transmitted disease in
the United States, and trachoma, the world’s leading cause of preventable blindness. (credit right: modification of
work by Centers for Disease Control and Prevention)

Chapter Outline

12.1 Microbes and the Tools of Genetic Engineering

12.2 Visualizing and Characterizing DNA, RNA, and Protein

12.3 Whole Genome Methods and Pharmaceutical Applications of Genetic Engineering

12.4 Gene Therapy

Introduction
Watson and Crick’s identification of the structure of DNA in 1953 was the seminal event in the field of genetic
engineering. Since the 1970s, there has been a veritable explosion in scientists’ ability to manipulate DNA in ways
that have revolutionized the fields of biology, medicine, diagnostics, forensics, and industrial manufacturing. Many
of the molecular tools discovered in recent decades have been produced using prokaryotic microbes. In this chapter,
we will explore some of those tools, especially as they relate to applications in medicine and health care.

As an example, the thermal cycler in Figure 12.1 is used to perform a diagnostic technique called the polymerase
chain reaction (PCR), which relies on DNA polymerase enzymes from thermophilic bacteria. Other molecular tools,
such as restriction enzymes and plasmids obtained from microorganisms, allow scientists to insert genes from humans
or other organisms into microorganisms. The microorganisms are then grown on an industrial scale to synthesize
products such as insulin, vaccines, and biodegradable polymers. These are just a few of the numerous applications of
microbial genetics that we will explore in this chapter.
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12.1 Microbes and the Tools of Genetic Engineering

Learning Objectives
• Identify tools of molecular genetics that are derived from microorganisms

• Describe the methods used to create recombinant DNA molecules

• Describe methods used to introduce DNA into prokaryotic cells

• List the types of genomic libraries and describe their uses

• Describe the methods used to introduce DNA into eukaryotic cells

The science of using living systems to benefit humankind is called biotechnology. Technically speaking, the
domestication of plants and animals through farming and breeding practices is a type of biotechnology. However,
in a contemporary sense, we associate biotechnology with the direct alteration of an organism’s genetics to achieve
desirable traits through the process of genetic engineering. Genetic engineering involves the use of recombinant
DNA technology, the process by which a DNA sequence is manipulated in vitro, thus creating recombinant DNA
molecules that have new combinations of genetic material. The recombinant DNA is then introduced into a host
organism. If the DNA that is introduced comes from a different species, the host organism is now considered to be
transgenic.

One example of a transgenic microorganism is the bacterial strain that produces human insulin (Figure 12.2).
The insulin gene from humans was inserted into a plasmid. This recombinant DNA plasmid was then inserted into
bacteria. As a result, these transgenic microbes are able to produce and secrete human insulin. Many prokaryotes are
able to acquire foreign DNA and incorporate functional genes into their own genome through “mating” with other
cells (conjugation), viral infection (transduction), and taking up DNA from the environment (transformation). Recall
that these mechanisms are examples of horizontal gene transfer—the transfer of genetic material between cells of the
same generation.

Part 1

Kayla, a 24-year-old electrical engineer and running enthusiast, just moved from Arizona to New Hampshire
to take a new job. On her weekends off, she loves to explore her new surroundings, going for long runs in the
pine forests. In July she spent a week hiking through the mountains. In early August, Kayla developed a low
fever, headache, and mild muscle aches, and she felt a bit fatigued. Not thinking much of it, she took some
ibuprofen to combat her symptoms and vowed to get more rest.

• What types of medical conditions might be responsible for Kayla’s symptoms?

Jump to the next Clinical Focus box.

Clinical Focus
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Figure 12.2 Recombinant DNA technology is the artificial recombination of DNA from two organisms. In this
example, the human insulin gene is inserted into a bacterial plasmid. This recombinant plasmid can then be used to
transform bacteria, which gain the ability to produce the insulin protein.

Molecular Cloning

Herbert Boyer and Stanley Cohen first demonstrated the complete molecular cloning process in 1973 when they
successfully cloned genes from the African clawed frog (Xenopus laevis) into a bacterial plasmid that was then
introduced into the bacterial host Escherichia coli. Molecular cloning is a set of methods used to construct
recombinant DNA and incorporate it into a host organism; it makes use of a number of molecular tools that are
derived from microorganisms.

Restriction Enzymes and Ligases

In recombinant DNA technology, DNA molecules are manipulated using naturally occurring enzymes derived mainly
from bacteria and viruses. The creation of recombinant DNA molecules is possible due to the use of naturally
occurring restriction endonucleases (restriction enzymes), bacterial enzymes produced as a protection mechanism
to cut and destroy foreign cytoplasmic DNA that is most commonly a result of bacteriophage infection. Stewart Linn
and Werner Arber discovered restriction enzymes in their 1960s studies of how E. coli limits bacteriophage replication
on infection. Today, we use restriction enzymes extensively for cutting DNA fragments that can then be spliced
into another DNA molecule to form recombinant molecules. Each restriction enzyme cuts DNA at a characteristic
recognition site, a specific, usually palindromic, DNA sequence typically between four to six base pairs in length.
A palindrome is a sequence of letters that reads the same forward as backward. (The word “level” is an example of
a palindrome.) Palindromic DNA sequences contain the same base sequences in the 5ʹ to 3ʹ direction on one strand
as in the 5ʹ to 3ʹ direction on the complementary strand. A restriction enzyme recognizes the DNA palindrome and
cuts each backbone at identical positions in the palindrome. Some restriction enzymes cut to produce molecules that
have complementary overhangs (sticky ends) while others cut without generating such overhangs, instead producing
blunt ends (Figure 12.3).

Molecules with complementary sticky ends can easily anneal, or form hydrogen bonds between complementary
bases, at their sticky ends. The annealing step allows hybridization of the single-stranded overhangs. Hybridization
refers to the joining together of two complementary single strands of DNA. Blunt ends can also attach together, but
less efficiently than sticky ends due to the lack of complementary overhangs facilitating the process. In either case,
ligation by DNA ligase can then rejoin the two sugar-phosphate backbones of the DNA through covalent bonding,
making the molecule a continuous double strand. In 1972, Paul Berg, a Stanford biochemist, was the first to produce
a recombinant DNA molecule using this technique, combining the SV40 monkey virus with E. coli bacteriophage
lambda to create a hybrid.
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Figure 12.3 (a) In this six-nucleotide restriction enzyme site, recognized by the enzyme BamHI, notice that the
sequence reads the same in the 5ʹ to 3ʹ direction on both strands. This is known as a palindrome. The cutting of the
DNA by the restriction enzyme at the sites (indicated by the black arrows) produces DNA fragments with sticky ends.
Another piece of DNA cut with the same restriction enzyme could attach to one of these sticky ends, forming a
recombinant DNA molecule. (b) This four-nucleotide recognition site also exhibits a palindromic sequence. The
cutting of the DNA by the restriction enzyme HaeIII at the indicated sites produces DNA fragments with blunt ends.
Any other piece of blunt DNA could attach to one of the blunt ends produced, forming a recombinant DNA molecule.

Plasmids

After restriction digestion, genes of interest are commonly inserted into plasmids, small pieces of typically circular,
double-stranded DNA that replicate independently of the bacterial chromosome (see Unique Characteristics of
Prokaryotic Cells). In recombinant DNA technology, plasmids are often used as vectors, DNA molecules that
carry DNA fragments from one organism to another. Plasmids used as vectors can be genetically engineered by
researchers and scientific supply companies to have specialized properties, as illustrated by the commonly used
plasmid vector pUC19 (Figure 12.4). Some plasmid vectors contain genes that confer antibiotic resistance; these
resistance genes allow researchers to easily find plasmid-containing colonies by plating them on media containing the
corresponding antibiotic. The antibiotic kills all host cells that do not harbor the desired plasmid vector, but those that
contain the vector are able to survive and grow.

Plasmid vectors used for cloning typically have a polylinker site, or multiple cloning site (MCS). A polylinker site
is a short sequence containing multiple unique restriction enzyme recognition sites that are used for inserting DNA
into the plasmid after restriction digestion of both the DNA and the plasmid. Having these multiple restriction enzyme
recognition sites within the polylinker site makes the plasmid vector versatile, so it can be used for many different
cloning experiments involving different restriction enzymes.

This polylinker site is often found within a reporter gene, another gene sequence artificially engineered into the
plasmid that encodes a protein that allows for visualization of DNA insertion. The reporter gene allows a researcher to
distinguish host cells that contain recombinant plasmids with cloned DNA fragments from host cells that only contain
the non-recombinant plasmid vector. The most common reporter gene used in plasmid vectors is the bacterial lacZ
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gene encoding beta-galactosidase, an enzyme that naturally degrades lactose but can also degrade a colorless synthetic
analog X-gal, thereby producing blue colonies on X-gal–containing media. The lacZ reporter gene is disabled when
the recombinant DNA is spliced into the plasmid. Because the LacZ protein is not produced when the gene is disabled,
X-gal is not degraded and white colonies are produced, which can then be isolated. This blue-white screening method
is described later and shown in Figure 12.5. In addition to these features, some plasmids come pre-digested and with
an enzyme linked to the linearized plasmid to aid in ligation after the insertion of foreign DNA fragments.

Figure 12.4 The artificially constructed plasmid vector pUC19 is commonly used for cloning foreign DNA. Arrows
indicate the directions in which the genes are transcribed. Note the polylinker site, containing multiple unique
restriction enzyme recognition sites, found within the lacZ reporter gene. Also note the ampicillin (amp) resistance
gene encoded on the plasmid.

Molecular Cloning using Transformation

The most commonly used mechanism for introducing engineered plasmids into a bacterial cell is transformation, a
process in which bacteria take up free DNA from their surroundings. In nature, free DNA typically comes from other
lysed bacterial cells; in the laboratory, free DNA in the form of recombinant plasmids is introduced to the cell’s
surroundings.

Some bacteria, such as Bacillus spp., are naturally competent, meaning they are able to take up foreign DNA.
However, not all bacteria are naturally competent. In most cases, bacteria must be made artificially competent in the
laboratory by increasing the permeability of the cell membrane. This can be achieved through chemical treatments
that neutralize charges on the cell membrane or by exposing the bacteria to an electric field that creates microscopic
pores in the cell membrane. These methods yield chemically competent or electrocompetent bacteria, respectively.

Following the transformation protocol, bacterial cells are plated onto an antibiotic-containing medium to inhibit the
growth of the many host cells that were not transformed by the plasmid conferring antibiotic resistance. A technique
called blue-white screening is then used for lacZ-encoding plasmid vectors such as pUC19. Blue colonies have a
functional beta-galactosidase enzyme because the lacZ gene is uninterrupted, with no foreign DNA inserted into the
polylinker site. These colonies typically result from the digested, linearized plasmid religating to itself. However,
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white colonies lack a functional beta-galactosidase enzyme, indicating the insertion of foreign DNA within the
polylinker site of the plasmid vector, thus disrupting the lacZ gene. Thus, white colonies resulting from this blue-
white screening contain plasmids with an insert and can be further screened to characterize the foreign DNA. To be
sure the correct DNA was incorporated into the plasmid, the DNA insert can then be sequenced.

View an animation of molecular cloning (https://openstax.org/l/
22moleclonani) from the DNA Learning Center.

• In blue-white screening, what does a blue colony mean and why is it blue?

Molecular Cloning Using Conjugation or Transduction

The bacterial process of conjugation (see How Asexual Prokaryotes Achieve Genetic Diversity) can also be
manipulated for molecular cloning. F plasmids, or fertility plasmids, are transferred between bacterial cells through
the process of conjugation. Recombinant DNA can be transferred by conjugation when bacterial cells containing a
recombinant F plasmid are mixed with compatible bacterial cells lacking the plasmid. F plasmids encode a surface
structure called an F pilus that facilitates contact between a cell containing an F plasmid and one without an F plasmid.
On contact, a cytoplasmic bridge forms between the two cells and the F-plasmid-containing cell replicates its plasmid,
transferring a copy of the recombinant F plasmid to the recipient cell. Once it has received the recombinant F plasmid,
the recipient cell can produce its own F pilus and facilitate transfer of the recombinant F plasmid to an additional
cell. The use of conjugation to transfer recombinant F plasmids to recipient cells is another effective way to introduce
recombinant DNA molecules into host cells.

Alternatively, bacteriophages can be used to introduce recombinant DNA into host bacterial cells through a
manipulation of the transduction process (see How Asexual Prokaryotes Achieve Genetic Diversity). In
the laboratory, DNA fragments of interest can be engineered into phagemids, which are plasmids that have phage
sequences that allow them to be packaged into bacteriophages. Bacterial cells can then be infected with these
bacteriophages so that the recombinant phagemids can be introduced into the bacterial cells. Depending on the type
of phage, the recombinant DNA may be integrated into the host bacterial genome (lysogeny), or it may exist as a
plasmid in the host’s cytoplasm.

Link to Learning
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Figure 12.5 The steps involved in molecular cloning using bacterial transformation are outlined in this graphic
flowchart.
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• What is the original function of a restriction enzyme?

• What two processes are exploited to get recombinant DNA into a bacterial host cell?

• Distinguish the uses of an antibiotic resistance gene and a reporter gene in a plasmid vector.

Creating a Genomic Library

Molecular cloning may also be used to generate a genomic library. The library is a complete (or nearly complete)
copy of an organism’s genome contained as recombinant DNA plasmids engineered into unique clones of bacteria.
Having such a library allows a researcher to create large quantities of each fragment by growing the bacterial host
for that fragment. These fragments can be used to determine the sequence of the DNA and the function of any genes
present.

One method for generating a genomic library is to ligate individual restriction enzyme-digested genomic fragments
into plasmid vectors cut with the same restriction enzyme (Figure 12.6). After transformation into a bacterial host,
each transformed bacterial cell takes up a single recombinant plasmid and grows into a colony of cells. All of the cells
in this colony are identical clones and carry the same recombinant plasmid. The resulting library is a collection of
colonies, each of which contains a fragment of the original organism’s genome, that are each separate and distinct and
can each be used for further study. This makes it possible for researchers to screen these different clones to discover
the one containing a gene of interest from the original organism’s genome.

Figure 12.6 The generation of a genomic library facilitates the discovery of the genomic DNA fragment that contains
a gene of interest. (credit “micrograph”: modification of work by National Institutes of Health)

To construct a genomic library using larger fragments of genomic DNA, an E. coli bacteriophage, such as lambda,
can be used as a host (Figure 12.7). Genomic DNA can be sheared or enzymatically digested and ligated into a pre-
digested bacteriophage lambda DNA vector. Then, these recombinant phage DNA molecules can be packaged into
phage particles and used to infect E. coli host cells on a plate. During infection within each cell, each recombinant
phage will make many copies of itself and lyse the E. coli lawn, forming a plaque. Thus, each plaque from a phage
library represents a unique recombinant phage containing a distinct genomic DNA fragment. Plaques can then be
screened further to look for genes of interest. One advantage to producing a library using phages instead of plasmids
is that a phage particle holds a much larger insert of foreign DNA compared with a plasmid vector, thus requiring a
much smaller number of cultures to fully represent the entire genome of the original organism.
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Figure 12.7 Recombinant phage DNA molecules are made by ligating digested phage particles with fragmented
genomic DNA molecules. These recombinant phage DNA molecules are packaged into phage particles and allowed
to infect a bacterial lawn. Each plaque represents a unique recombinant DNA molecule that can be further screened
for genes of interest.

To focus on the expressed genes in an organism or even a tissue, researchers construct libraries using the organism’s
messenger RNA (mRNA) rather than its genomic DNA. Whereas all cells in a single organism will have the same
genomic DNA, different tissues express different genes, producing different complements of mRNA. For example, all
human cells’ genomic DNA contains the gene for insulin, but only cells in the pancreas express mRNA directing the
production of insulin. Because mRNA cannot be cloned directly, in the laboratory mRNA must be used as a template
by the retroviral enzyme reverse transcriptase to make complementary DNA (cDNA). A cell’s full complement
of mRNA can be reverse-transcribed into cDNA molecules, which can be used as a template for DNA polymerase
to make double-stranded DNA copies; these fragments can subsequently be ligated into either plasmid vectors or
bacteriophage to produce a cDNA library. The benefit of a cDNA library is that it contains DNA from only the
expressed genes in the cell. This means that the introns, control sequences such as promoters, and DNA not destined
to be translated into proteins are not represented in the library. The focus on translated sequences means that the
library cannot be used to study the sequence and structure of the genome in its entirety. The construction of a cDNA
genomic library is shown in Figure 12.8.

Figure 12.8 Complementary DNA (cDNA) is made from mRNA by the retroviral enzyme reverse transcriptase,
converted into double-stranded copies, and inserted into either plasmid vectors or bacteriophage, producing a cDNA
library. (credit “micrograph”: modification of work by National Institutes of Health)
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• What are the hosts for the genomic libraries described?

• What is cDNA?

Introducing Recombinant Molecules into Eukaryotic Hosts

The use of bacterial hosts for genetic engineering laid the foundation for recombinant DNA technology; however,
researchers have also had great interest in genetically engineering eukaryotic cells, particularly those of plants and
animals. The introduction of recombinant DNA molecules into eukaryotic hosts is called transfection. Genetically
engineered plants, called transgenic plants, are of significant interest for agricultural and pharmaceutical purposes.
The first transgenic plant sold commercially was the Flavr Savr delayed-ripening tomato, which came to market in
1994. Genetically engineered livestock have also been successfully produced, resulting, for example, in pigs with
increased nutritional value[1] and goats that secrete pharmaceutical products in their milk.[2]

Electroporation

Compared to bacterial cells, eukaryotic cells tend to be less amenable as hosts for recombinant DNA molecules.
Because eukaryotes are typically neither competent to take up foreign DNA nor able to maintain plasmids,
transfection of eukaryotic hosts is far more challenging and requires more intrusive techniques for success. One
method used for transfecting cells in cell culture is called electroporation. A brief electric pulse induces the
formation of transient pores in the phospholipid bilayers of cells through which the gene can be introduced. At the
same time, the electric pulse generates a short-lived positive charge on one side of the cell’s interior and a negative
charge on the opposite side; the charge difference draws negatively charged DNA molecules into the cell (Figure
12.9).

Figure 12.9 Electroporation is one laboratory technique used to introduce DNA into eukaryotic cells.

Microinjection

An alternative method of transfection is called microinjection. Because eukaryotic cells are typically larger than
those of prokaryotes, DNA fragments can sometimes be directly injected into the cytoplasm using a glass

1. Liangxue Lai, Jing X. Kang, Rongfeng Li, Jingdong Wang, William T. Witt, Hwan Yul Yong, Yanhong Hao et al. “Generation of Cloned

Transgenic Pigs Rich in Omega-3 Fatty Acids.” Nature Biotechnology 24 no. 4 (2006): 435–436.

2. Raylene Ramos Moura, Luciana Magalhães Melo, and Vicente José de Figueirêdo Freitas. “Production of Recombinant Proteins in Milk

of Transgenic and Non-Transgenic Goats.” Brazilian Archives of Biology and Technology 54 no. 5 (2011): 927–938.
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micropipette, as shown in Figure 12.10.

Figure 12.10 Microinjection is another technique for introducing DNA into eukaryotic cells. A microinjection needle
containing recombinant DNA is able to penetrate both the cell membrane and nuclear envelope.

Gene Guns

Transfecting plant cells can be even more difficult than animal cells because of their thick cell walls. One approach
involves treating plant cells with enzymes to remove their cell walls, producing protoplasts. Then, a gene gun is used
to shoot gold or tungsten particles coated with recombinant DNA molecules into the plant protoplasts at high speeds.
Recipient protoplast cells can then recover and be used to generate new transgenic plants (Figure 12.11).

Figure 12.11 Heavy-metal particles coated with recombinant DNA are shot into plant protoplasts using a gene gun.
The resulting transformed cells are allowed to recover and can be used to generate recombinant plants. (a) A
schematic of a gene gun. (b) A photograph of a gene gun. (credit a, b: modification of work by JA O'Brien, SC
Lummis)

Shuttle Vectors

Another method of transfecting plants involves shuttle vectors, plasmids that can move between bacterial and
eukaryotic cells. The tumor-inducing (Ti) plasmids originating from the bacterium Agrobacterium tumefaciens are
commonly used as shuttle vectors for incorporating genes into plants (Figure 12.12). In nature, the Ti plasmids of A.
tumefaciens cause plants to develop tumors when they are transferred from bacterial cells to plant cells. Researchers
have been able to manipulate these naturally occurring plasmids to remove their tumor-causing genes and insert
desirable DNA fragments. The resulting recombinant Ti plasmids can be transferred into the plant genome through
the natural transfer of Ti plasmids from the bacterium to the plant host. Once inside the plant host cell, the gene of
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interest recombines into the plant cell’s genome.

Figure 12.12 The Ti plasmid of Agrobacterium tumefaciens is a useful shuttle vector for the uptake of genes of
interest into plant cells. The gene of interest is cloned into the Ti plasmid, which is then introduced into plant cells.
The gene of interest then recombines into the plant cell’s genome, allowing for the production of transgenic plants.

Viral Vectors

Viral vectors can also be used to transfect eukaryotic cells. In fact, this method is often used in gene therapy (see
Gene Therapy) to introduce healthy genes into human patients suffering from diseases that result from genetic
mutations. Viral genes can be deleted and replaced with the gene to be delivered to the patient;[3] the virus then infects
the host cell and delivers the foreign DNA into the genome of the targeted cell. Adenoviruses are often used for this
purpose because they can be grown to high titer and can infect both nondividing and dividing host cells. However,

3. William S.M. Wold and Karoly Toth. “Adenovirus Vectors for Gene Therapy, Vaccination and Cancer Gene Therapy.” Current Gene

Therapy 13 no. 6 (2013): 421.
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use of viral vectors for gene therapy can pose some risks for patients, as discussed in Gene Therapy.

• What are the methods used to introduce recombinant DNA vectors into animal cells?

• Compare and contrast shuttle vectors and viral vectors.

12.2 Visualizing and Characterizing DNA, RNA, and

Protein

Learning Objectives
• Explain the use of nucleic acid probes to visualize specific DNA sequences

• Explain the use of gel electrophoresis to separate DNA fragments

• Explain the principle of restriction fragment length polymorphism analysis and its uses

• Compare and contrast Southern and northern blots

• Explain the principles and uses of microarray analysis

• Describe the methods uses to separate and visualize protein variants

• Explain the method and uses of polymerase chain reaction and DNA sequencing

The sequence of a DNA molecule can help us identify an organism when compared to known sequences housed
in a database. The sequence can also tell us something about the function of a particular part of the DNA, such as
whether it encodes a particular protein. Comparing protein signatures—the expression levels of specific arrays of
proteins—between samples is an important method for evaluating cellular responses to a multitude of environmental
factors and stresses. Analysis of protein signatures can reveal the identity of an organism or how a cell is responding
during disease.

The DNA and proteins of interest are microscopic and typically mixed in with many other molecules including DNA
or proteins irrelevant to our interests. Many techniques have been developed to isolate and characterize molecules of
interest. These methods were originally developed for research purposes, but in many cases they have been simplified
to the point that routine clinical use is possible. For example, many pathogens, such as the bacterium Helicobacter
pylori, which causes stomach ulcers, can be detected using protein-based tests. In addition, an increasing number
of highly specific and accurate DNA amplification-based identification assays can now detect pathogens such as
antibiotic-resistant enteric bacteria, herpes simplex virus, varicella-zoster virus, and many others.

Molecular Analysis of DNA

In this subsection, we will outline some of the basic methods used for separating and visualizing specific fragments of
DNA that are of interest to a scientist. Some of these methods do not require knowledge of the complete sequence of
the DNA molecule. Before the advent of rapid DNA sequencing, these methods were the only ones available to work
with DNA, but they still form the basic arsenal of tools used by molecular geneticists to study the body’s responses
to microbial and other diseases.

Nucleic Acid Probing

DNA molecules are small, and the information contained in their sequence is invisible. How does a researcher isolate
a particular stretch of DNA, or having isolated it, determine what organism it is from, what its sequence is, or what
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its function is? One method to identify the presence of a certain DNA sequence uses artificially constructed pieces
of DNA called probes. Probes can be used to identify different bacterial species in the environment and many DNA
probes are now available to detect pathogens clinically. For example, DNA probes are used to detect the vaginal
pathogens Candida albicans, Gardnerella vaginalis, and Trichomonas vaginalis.

To screen a genomic library for a particular gene or sequence of interest, researchers must know something about
that gene. If researchers have a portion of the sequence of DNA for the gene of interest, they can design a DNA
probe, a single-stranded DNA fragment that is complementary to part of the gene of interest and different from other
DNA sequences in the sample. The DNA probe may be synthesized chemically by commercial laboratories, or it
may be created by cloning, isolating, and denaturing a DNA fragment from a living organism. In either case, the
DNA probe must be labeled with a molecular tag or beacon, such as a radioactive phosphorus atom (as is used for
autoradiography) or a fluorescent dye (as is used in fluorescent in situ hybridization, or FISH), so that the probe
and the DNA it binds to can be seen (Figure 12.13). The DNA sample being probed must also be denatured to
make it single-stranded so that the single-stranded DNA probe can anneal to the single-stranded DNA sample at
locations where their sequences are complementary. While these techniques are valuable for diagnosis, their direct
use on sputum and other bodily samples may be problematic due to the complex nature of these samples. DNA often
must first be isolated from bodily samples through chemical extraction methods before a DNA probe can be used to
identify pathogens.

Figure 12.13 DNA probes can be used to confirm the presence of a suspected pathogen in patient samples. This
diagram illustrates how a DNA probe can be used to search for a gene of interest associated with the suspected
pathogen.

Part 2

The mild, flu-like symptoms that Kayla is experiencing could be caused by any number of infectious agents.
In addition, several non-infectious autoimmune conditions, such as multiple sclerosis, systemic lupus
erythematosus (SLE), and amyotrophic lateral sclerosis (ALS), also have symptoms that are consistent with
Kayla’s early symptoms. However, over the course of several weeks, Kayla’s symptoms worsened. She began
to experience joint pain in her knees, heart palpitations, and a strange limpness in her facial muscles. In
addition, she suffered from a stiff neck and painful headaches. Reluctantly, she decided it was time to seek
medical attention.

• Do Kayla’s new symptoms provide any clues as to what type of infection or other medical condition she

Clinical Focus
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may have?

• What tests or tools might a health-care provider use to pinpoint the pathogen causing Kayla’s
symptoms?

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

Agarose Gel Electrophoresis

There are a number of situations in which a researcher might want to physically separate a collection of DNA
fragments of different sizes. A researcher may also digest a DNA sample with a restriction enzyme to form fragments.
The resulting size and fragment distribution pattern can often yield useful information about the sequence of DNA
bases that can be used, much like a bar-code scan, to identify the individual or species to which the DNA belongs.

Gel electrophoresis is a technique commonly used to separate biological molecules based on size and biochemical
characteristics, such as charge and polarity. Agarose gel electrophoresis is widely used to separate DNA (or RNA)
of varying sizes that may be generated by restriction enzyme digestion or by other means, such as the PCR (Figure
12.14).

Due to its negatively charged backbone, DNA is strongly attracted to a positive electrode. In agarose gel
electrophoresis, the gel is oriented horizontally in a buffer solution. Samples are loaded into sample wells on the side
of the gel closest to the negative electrode, then drawn through the molecular sieve of the agarose matrix toward the
positive electrode. The agarose matrix impedes the movement of larger molecules through the gel, whereas smaller
molecules pass through more readily. Thus, the distance of migration is inversely correlated to the size of the DNA
fragment, with smaller fragments traveling a longer distance through the gel. Sizes of DNA fragments within a sample
can be estimated by comparison to fragments of known size in a DNA ladder also run on the same gel. To separate
very large DNA fragments, such as chromosomes or viral genomes, agarose gel electrophoresis can be modified
by periodically alternating the orientation of the electric field during pulsed-field gel electrophoresis (PFGE). In
PFGE, smaller fragments can reorient themselves and migrate slightly faster than larger fragments and this technique
can thus serve to separate very large fragments that would otherwise travel together during standard agarose gel
electrophoresis. In any of these electrophoresis techniques, the locations of the DNA or RNA fragments in the gel can
be detected by various methods. One common method is adding ethidium bromide, a stain that inserts into the nucleic
acids at non-specific locations and can be visualized when exposed to ultraviolet light. Other stains that are safer than
ethidium bromide, a potential carcinogen, are now available.
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Figure 12.14 (a) The process of agarose gel electrophoresis. (b) A researcher loading samples into a gel. (c) This
photograph shows a completed electrophoresis run on an agarose gel. The DNA ladder is located in lanes 1 and 9.
Seven samples are located in lanes 2 through 8. The gel was stained with ethidium bromide and photographed under
ultraviolet light. (credit a: modification of work by Magnus Manske; credit b: modification of work by U.S. Department
of Agriculture; credit c: modification of work by James Jacob)
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Restriction Fragment Length Polymorphism (RFLP) Analysis

Restriction enzyme recognition sites are short (only a few nucleotides long), sequence-specific palindromes, and may
be found throughout the genome. Thus, differences in DNA sequences in the genomes of individuals will lead to
differences in distribution of restriction-enzyme recognition sites that can be visualized as distinct banding patterns
on a gel after agarose gel electrophoresis. Restriction fragment length polymorphism (RFLP) analysis compares
DNA banding patterns of different DNA samples after restriction digestion (Figure 12.15).

RFLP analysis has many practical applications in both medicine and forensic science. For example, epidemiologists
use RFLP analysis to track and identify the source of specific microorganisms implicated in outbreaks of food
poisoning or certain infectious diseases. RFLP analysis can also be used on human DNA to determine inheritance
patterns of chromosomes with variant genes, including those associated with heritable diseases or to establish
paternity.

Forensic scientists use RFLP analysis as a form of DNA fingerprinting, which is useful for analyzing DNA
obtained from crime scenes, suspects, and victims. DNA samples are collected, the numbers of copies of the sample
DNA molecules are increased using PCR, and then subjected to restriction enzyme digestion and agarose gel
electrophoresis to generate specific banding patterns. By comparing the banding patterns of samples collected from
the crime scene against those collected from suspects or victims, investigators can definitively determine whether
DNA evidence collected at the scene was left behind by suspects or victims.

Figure 12.15 RFLP analysis can be used to differentiate DNA sequences. In this example, a normal chromosome is
digested into two fragments, whereas digestion of a mutated chromosome produces only one fragment. The small
red arrows pointing to the two different chromosome segments show the locations of the restriction enzyme
recognition sites. After digestion and agarose gel electrophoresis, the banding patterns reflect the change by showing
the loss of two shorter bands and the gain of a longer band. (credit: modification of work by National Center for
Biotechnology Information)

Southern Blots and Modifications

Several molecular techniques capitalize on sequence complementarity and hybridization between nucleic acids of a
sample and DNA probes. Typically, probing nucleic-acid samples within a gel is unsuccessful because as the DNA
probe soaks into a gel, the sample nucleic acids within the gel diffuse out. Thus, blotting techniques are commonly
used to transfer nucleic acids to a thin, positively charged membrane made of nitrocellulose or nylon. In the Southern
blot technique, developed by Sir Edwin Southern in 1975, DNA fragments within a sample are first separated by
agarose gel electrophoresis and then transferred to a membrane through capillary action (Figure 12.16). The DNA
fragments that bind to the surface of the membrane are then exposed to a specific single-stranded DNA probe labeled
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with a radioactive or fluorescent molecular beacon to aid in detection. Southern blots may be used to detect the
presence of certain DNA sequences in a given DNA sample. Once the target DNA within the membrane is visualized,
researchers can cut out the portion of the membrane containing the fragment to recover the DNA fragment of interest.

Figure 12.16 In the Southern blot technique, DNA fragments are first separated by agarose gel electrophoresis,
then transferred by capillary action to a nylon membrane, which is then soaked with a DNA probe tagged with a
molecular beacon for easy visualization.

Variations of the Southern blot—the dot blot, slot blot, and the spot blot—do not involve electrophoresis, but instead
concentrate DNA from a sample into a small location on a membrane. After hybridization with a DNA probe, the
signal intensity detected is measured, allowing the researcher to estimate the amount of target DNA present within
the sample.

A colony blot is another variation of the Southern blot in which colonies representing different clones in a genomic
library are transferred to a membrane by pressing the membrane onto the culture plate. The cells on the membrane are
lysed and the membrane can then be probed to determine which colonies within a genomic library harbor the target
gene. Because the colonies on the plate are still growing, the cells of interest can be isolated from the plate.

In the northern blot, another variation of the Southern blot, RNA (not DNA) is immobilized on the membrane and
probed. Northern blots are typically used to detect the amount of mRNA made through gene expression within a
tissue or organism sample.

Microarray Analysis

Another technique that capitalizes on the hybridization between complementary nucleic acid sequences is called
microarray analysis. Microarray analysis is useful for the comparison of gene-expression patterns between different
cell types—for example, cells infected with a virus versus uninfected cells, or cancerous cells versus healthy cells
(Figure 12.17).

Typically, DNA or cDNA from an experimental sample is deposited on a glass slide alongside known DNA
sequences. Each slide can hold more than 30,000 different DNA fragment types. Distinct DNA fragments
(encompassing an organism’s entire genomic library) or cDNA fragments (corresponding to an organism’s full
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complement of expressed genes) can be individually spotted on a glass slide.

Once deposited on the slide, genomic DNA or mRNA can be isolated from the two samples for comparison. If mRNA
is isolated, it is reverse-transcribed to cDNA using reverse transcriptase. Then the two samples of genomic DNA or
cDNA are labeled with different fluorescent dyes (typically red and green). The labeled genomic DNA samples are
then combined in equal amounts, added to the microarray chip, and allowed to hybridize to complementary spots on
the microarray.

Hybridization of sample genomic DNA molecules can be monitored by measuring the intensity of fluorescence at
particular spots on the microarray. Differences in the amount of hybridization between the samples can be readily
observed. If only one sample’s nucleic acids hybridize to a particular spot on the microarray, then that spot will appear
either green or red. However, if both samples’ nucleic acids hybridize, then the spot will appear yellow due to the
combination of the red and green dyes.

Although microarray technology allows for a holistic comparison between two samples in a short time, it requires
sophisticated (and expensive) detection equipment and analysis software. Because of the expense, this technology
is typically limited to research settings. Researchers have used microarray analysis to study how gene expression is
affected in organisms that are infected by bacteria or viruses or subjected to certain chemical treatments.

Figure 12.17 (a) The steps in microarray analysis are illustrated. Here, gene expression patterns are compared
between cancerous cells and healthy cells. (b) Microarray information can be expressed as a heat map. Genes are
shown on the left side; different samples are shown across the bottom. Genes expressed only in cancer cells are
shown in varying shades of red; genes expressed only in normal cells are shown in varying shades of green. Genes
that are expressed in both cancerous and normal cells are shown in yellow.
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Explore microchip technology (https://openstax.org/l/22intwebmictec) at
this interactive website.

• What does a DNA probe consist of?

• Why is a Southern blot used after gel electrophoresis of a DNA digest?

Molecular Analysis of Proteins

In many cases it may not be desirable or possible to study DNA or RNA directly. Proteins can provide species-
specific information for identification as well as important information about how and whether a cell or tissue is
responding to the presence of a pathogenic microorganism. Various proteins require different methods for isolation
and characterization.

Polyacrylamide Gel Electrophoresis

A variation of gel electrophoresis, called polyacrylamide gel electrophoresis (PAGE), is commonly used for
separating proteins. In PAGE, the gel matrix is finer and composed of polyacrylamide instead of agarose.
Additionally, PAGE is typically performed using a vertical gel apparatus (Figure 12.18). Because of the varying
charges associated with amino acid side chains, PAGE can be used to separate intact proteins based on their net
charges. Alternatively, proteins can be denatured and coated with a negatively charged detergent called sodium
dodecyl sulfate (SDS), masking the native charges and allowing separation based on size only. PAGE can be further
modified to separate proteins based on two characteristics, such as their charges at various pHs as well as their size,
through the use of two-dimensional PAGE. In any of these cases, following electrophoresis, proteins are visualized
through staining, commonly with either Coomassie blue or a silver stain.

Link to Learning
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Figure 12.18 (a) SDS is a detergent that denatures proteins and masks their native charges, making them uniformly
negatively charged. (b) The process of SDS-PAGE is illustrated in these steps. (c) A photograph of an SDS-PAGE gel
shows Coomassie stained bands where proteins of different size have migrated along the gel in response to the
applied voltage. A size standard lane is visible on the right side of the gel. (credit b: modification of work by
“GeneEd”/YouTube)

• On what basis are proteins separated in SDS-PAGE?
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Part 3

When Kayla described her symptoms, her physician at first suspected bacterial meningitis, which is consistent
with her headaches and stiff neck. However, she soon ruled this out as a possibility because meningitis
typically progresses more quickly than what Kayla was experiencing. Many of her symptoms still paralleled
those of amyotrophic lateral sclerosis (ALS) and systemic lupus erythematosus (SLE), and the physician also
considered Lyme disease a possibility given how much time Kayla spends in the woods. Kayla did not recall
any recent tick bites (the typical means by which Lyme disease is transmitted) and she did not have the typical
bull’s-eye rash associated with Lyme disease (Figure 12.19). However, 20–30% of patients with Lyme disease
never develop this rash, so the physician did not want to rule it out.

Kayla’s doctor ordered an MRI of her brain, a complete blood count to test for anemia, blood tests assessing
liver and kidney function, and additional tests to confirm or rule out SLE or Lyme disease. Her test results
were inconsistent with both SLE and ALS, and the result of the test looking for Lyme disease antibodies was
“equivocal,” meaning inconclusive. Having ruled out ALS and SLE, Kayla’s doctor decided to run additional
tests for Lyme disease.

• Why would Kayla’s doctor still suspect Lyme disease even if the test results did not detect Lyme
antibodies in the blood?

• What type of molecular test might be used for the detection of blood antibodies to Lyme disease?

Figure 12.19 A bulls-eye rash is one of the common symptoms of Lyme diseases, but up to 30% of infected
individuals never develop a rash. (credit: Centers for Disease Control and Prevention)

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

Amplification-Based DNA Analysis Methods

Various methods can be used for obtaining sequences of DNA, which are useful for studying disease-causing
organisms. With the advent of rapid sequencing technology, our knowledge base of the entire genomes of pathogenic
organisms has grown phenomenally. We start with a description of the polymerase chain reaction, which is not a
sequencing method but has allowed researchers and clinicians to obtain the large quantities of DNA needed for
sequencing and other studies. The polymerase chain reaction eliminates the dependence we once had on cells to make
multiple copies of DNA, achieving the same result through relatively simple reactions outside the cell.

Clinical Focus
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Polymerase Chain Reaction (PCR)

Most methods of DNA analysis, such as restriction enzyme digestion and agarose gel electrophoresis, or DNA
sequencing require large amounts of a specific DNA fragment. In the past, large amounts of DNA were produced
by growing the host cells of a genomic library. However, libraries take time and effort to prepare and DNA samples
of interest often come in minute quantities. The polymerase chain reaction (PCR) permits rapid amplification in
the number of copies of specific DNA sequences for further analysis (Figure 12.20). One of the most powerful
techniques in molecular biology, PCR was developed in 1983 by Kary Mullis while at Cetus Corporation. PCR has
specific applications in research, forensic, and clinical laboratories, including:

• determining the sequence of nucleotides in a specific region of DNA

• amplifying a target region of DNA for cloning into a plasmid vector

• identifying the source of a DNA sample left at a crime scene

• analyzing samples to determine paternity

• comparing samples of ancient DNA with modern organisms

• determining the presence of difficult to culture, or unculturable, microorganisms in humans or environmental
samples

PCR is an in vitro laboratory technique that takes advantage of the natural process of DNA replication. The heat-stable
DNA polymerase enzymes used in PCR are derived from hyperthermophilic prokaryotes. Taq DNA polymerase,
commonly used in PCR, is derived from the Thermus aquaticus bacterium isolated from a hot spring in Yellowstone
National Park. DNA replication requires the use of primers for the initiation of replication to have free 3ʹ-hydroxyl
groups available for the addition of nucleotides by DNA polymerase. However, while primers composed of RNA are
normally used in cells, DNA primers are used for PCR. DNA primers are preferable due to their stability, and DNA
primers with known sequences targeting a specific DNA region can be chemically synthesized commercially. These
DNA primers are functionally similar to the DNA probes used for the various hybridization techniques described
earlier, binding to specific targets due to complementarity between the target DNA sequence and the primer.

PCR occurs over multiple cycles, each containing three steps: denaturation, annealing, and extension. Machines called
thermal cyclers are used for PCR; these machines can be programmed to automatically cycle through the temperatures
required at each step (Figure 12.1). First, double-stranded template DNA containing the target sequence is denatured
at approximately 95 °C. The high temperature required to physically (rather than enzymatically) separate the DNA
strands is the reason the heat-stable DNA polymerase is required. Next, the temperature is lowered to approximately
50 °C. This allows the DNA primers complementary to the ends of the target sequence to anneal (stick) to the template
strands, with one primer annealing to each strand. Finally, the temperature is raised to 72 °C, the optimal temperature
for the activity of the heat-stable DNA polymerase, allowing for the addition of nucleotides to the primer using the
single-stranded target as a template. Each cycle doubles the number of double-stranded target DNA copies. Typically,
PCR protocols include 25–40 cycles, allowing for the amplification of a single target sequence by tens of millions to
over a trillion.

Natural DNA replication is designed to copy the entire genome, and initiates at one or more origin sites. Primers
are constructed during replication, not before, and do not consist of a few specific sequences. PCR targets specific
regions of a DNA sample using sequence-specific primers. In recent years, a variety of isothermal PCR amplification
methods that circumvent the need for thermal cycling have been developed, taking advantage of accessory proteins
that aid in the DNA replication process. As the development of these methods continues and their use becomes more
widespread in research, forensic, and clinical labs, thermal cyclers may become obsolete.
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Figure 12.20 The polymerase chain reaction (PCR) is used to produce many copies of a specific sequence of DNA.

Deepen your understanding of the polymerase chain reaction by viewing this
animation (https://openstax.org/l/22polychareami) and working through an
interactive (https://openstax.org/l/22intexerpolchr) exercise.

PCR Variations

Several later modifications to PCR further increase the utility of this technique. Reverse transcriptase PCR (RT-
PCR) is used for obtaining DNA copies of a specific mRNA molecule. RT-PCR begins with the use of the reverse
transcriptase enzyme to convert mRNA molecules into cDNA. That cDNA is then used as a template for traditional
PCR amplification. RT-PCR can detect whether a specific gene has been expressed in a sample. Another recent
application of PCR is real-time PCR, also known as quantitative PCR (qPCR). Standard PCR and RT-PCR

Link to Learning
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protocols are not quantitative because any one of the reagents may become limiting before all of the cycles within
the protocol are complete, and samples are only analyzed at the end. Because it is not possible to determine when in
the PCR or RT-PCR protocol a given reagent has become limiting, it is not possible to know how many cycles were
completed prior to this point, and thus it is not possible to determine how many original template molecules were
present in the sample at the start of PCR. In qPCR, however, the use of fluorescence allows one to monitor the increase
in a double-stranded template during a PCR reaction as it occurs. These kinetics data can then be used to quantify
the amount of the original target sequence. The use of qPCR in recent years has further expanded the capabilities of
PCR, allowing researchers to determine the number of DNA copies, and sometimes organisms, present in a sample.
In clinical settings, qRT-PCR is used to determine viral load in HIV-positive patients to evaluate the effectiveness of
their therapy.

DNA Sequencing

A basic sequencing technique is the chain termination method, also known as the dideoxy method or the Sanger
DNA sequencing method, developed by Frederick Sanger in 1972. The chain termination method involves DNA
replication of a single-stranded template with the use of a DNA primer to initiate synthesis of a complementary
strand, DNA polymerase, a mix of the four regular deoxynucleotide (dNTP) monomers, and a small proportion
of dideoxynucleotides (ddNTPs), each labeled with a molecular beacon. The ddNTPs are monomers missing a
hydroxyl group (–OH) at the site at which another nucleotide usually attaches to form a chain (Figure 12.21). Every
time a ddNTP is randomly incorporated into the growing complementary strand, it terminates the process of DNA
replication for that particular strand. This results in multiple short strands of replicated DNA that are each terminated
at a different point during replication. When the reaction mixture is subjected to gel electrophoresis, the multiple
newly replicated DNA strands form a ladder of differing sizes. Because the ddNTPs are labeled, each band on the gel
reflects the size of the DNA strand when the ddNTP terminated the reaction.

In Sanger’s day, four reactions were set up for each DNA molecule being sequenced, each reaction containing only
one of the four possible ddNTPs. Each ddNTP was labeled with a radioactive phosphorus molecule. The products
of the four reactions were then run in separate lanes side by side on long, narrow PAGE gels, and the bands of
varying lengths were detected by autoradiography. Today, this process has been simplified with the use of ddNTPs,
each labeled with a different colored fluorescent dye or fluorochrome (Figure 12.22), in one sequencing reaction
containing all four possible ddNTPs for each DNA molecule being sequenced (Figure 12.23). These fluorochromes
are detected by fluorescence spectroscopy. Determining the fluorescence color of each band as it passes by the
detector produces the nucleotide sequence of the template strand.

Figure 12.21 A dideoxynucleotide is similar in structure to a deoxynucleotide, but is missing the 3ʹ hydroxyl group
(indicated by the shaded box). When a dideoxynucleotide is incorporated into a DNA strand, DNA synthesis stops.
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Figure 12.22 Frederick Sanger’s dideoxy chain termination method is illustrated, using ddNTPs tagged with
fluorochromes. Using ddNTPs, a mixture of DNA fragments of every possible size, varying in length by only one
nucleotide, can be generated. The DNA is separated on the basis of size and each band can be detected with a
fluorescence detector.
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Figure 12.23 This diagram summarizes the Sanger sequencing method using fluorochrome-labeled ddNTPs and
capillary gel electrophoresis.

Since 2005, automated sequencing techniques used by laboratories fall under the umbrella of next generation
sequencing, which is a group of automated techniques used for rapid DNA sequencing. These methods have
revolutionized the field of molecular genetics because the low-cost sequencers can generate sequences of hundreds
of thousands or millions of short fragments (25 to 600 base pairs) just in one day. Although several variants
of next generation sequencing technologies are made by different companies (for example, 454 Life Sciences’
pyrosequencing and Illumina’s Solexa technology), they all allow millions of bases to be sequenced quickly,
making the sequencing of entire genomes relatively easy, inexpensive, and commonplace. In 454 sequencing
(pyrosequencing), for example, a DNA sample is fragmented into 400–600-bp single-strand fragments, modified
with the addition of DNA adapters to both ends of each fragment. Each DNA fragment is then immobilized on
a bead and amplified by PCR, using primers designed to anneal to the adapters, creating a bead containing many
copies of that DNA fragment. Each bead is then put into a separate well containing sequencing enzymes. To the well,
each of the four nucleotides is added one after the other; when each one is incorporated, pyrophosphate is released
as a byproduct of polymerization, emitting a small flash of light that is recorded by a detector. This provides the
order of nucleotides incorporated as a new strand of DNA is made and is an example of synthesis sequencing. Next
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generation sequencers use sophisticated software to get through the cumbersome process of putting all the fragments
in order. Overall, these technologies continue to advance rapidly, decreasing the cost of sequencing and increasing the
availability of sequence data from a wide variety of organisms quickly.

The National Center for Biotechnology Information houses a widely used genetic sequence database called GenBank
where researchers deposit genetic information for public use. Upon publication of sequence data, researchers upload
it to GenBank, giving other researchers access to the information. The collaboration allows researchers to compare
newly discovered or unknown sample sequence information with the vast array of sequence data that already exists.

View an animation (https://openstax.org/l/22454seqanim) about 454
sequencing to deepen your understanding of this method.

Using a NAAT to Diagnose a C. difficile Infection

Javier, an 80-year-old patient with a history of heart disease, recently returned home from the hospital
after undergoing an angioplasty procedure to insert a stent into a cardiac artery. To minimize the possibility
of infection, Javier was administered intravenous broad-spectrum antibiotics during and shortly after his
procedure. He was released four days after the procedure, but a week later, he began to experience
mild abdominal cramping and watery diarrhea several times a day. He lost his appetite, became severely
dehydrated, and developed a fever. He also noticed blood in his stool. Javier’s wife called the physician, who
instructed her to take him to the emergency room immediately.

The hospital staff ran several tests and found that Javier’s kidney creatinine levels were elevated compared
with the levels in his blood, indicating that his kidneys were not functioning well. Javier’s symptoms suggested
a possible infection with Clostridium difficile, a bacterium that is resistant to many antibiotics. The hospital
collected and cultured a stool sample to look for the production of toxins A and B by C. difficile, but the results
came back negative. However, the negative results were not enough to rule out a C. difficile infection because
culturing of C. difficile and detection of its characteristic toxins can be difficult, particularly in some types of
samples. To be safe, they proceeded with a diagnostic nucleic acid amplification test (NAAT). Currently NAATs
are the clinical diagnostician’s gold standard for detecting the genetic material of a pathogen. In Javier’s case,
qPCR was used to look for the gene encoding C. difficile toxin B (tcdB). When the qPCR analysis came back
positive, the attending physician concluded that Javier was indeed suffering from a C. difficile infection and
immediately prescribed the antibiotic vancomycin, to be administered intravenously. The antibiotic cleared the
infection and Javier made a full recovery.

Because infections with C. difficile were becoming widespread in Javier’s community, his sample was further
analyzed to see whether the specific strain of C. difficile could be identified. Javier’s stool sample was
subjected to ribotyping and repetitive sequence-based PCR (rep-PCR) analysis. In ribotyping, a short
sequence of DNA between the 16S rRNA and 23S rRNA genes is amplified and subjected to restriction
digestion (Figure 12.24). This sequence varies between strains of C. difficile, so restriction enzymes will cut
in different places. In rep-PCR, DNA primers designed to bind to short sequences commonly found repeated
within the C. difficile genome were used for PCR. Following restriction digestion, agarose gel electrophoresis
was performed in both types of analysis to examine the banding patterns that resulted from each procedure
(Figure 12.25). Rep-PCR can be used to further subtype various ribotypes, increasing resolution for detecting
differences between strains. The ribotype of the strain infecting Javier was found to be ribotype 27, a strain
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known for its increased virulence, resistance to antibiotics, and increased prevalence in the United States,
Canada, Japan, and Europe.[4]

• How do banding patterns differ between strains of C. difficile?

• Why do you think laboratory tests were unable to detect toxin production directly?

Figure 12.24 A gel showing PCR products of various Clostridium difficile strains. Javier’s sample is shown
at the bottom; note that it matches ribotype 27 in the reference set. (credit: modification of work by American
Society for Microbiology)

Figure 12.25 Strains of infectious bacteria, such as C. difficile, can be identified by molecular analysis. PCR
ribotyping is commonly used to identify particular C. difficile strains. Rep-PCR is an alternate molecular
technique that is also used to identify particular C. difficile strains. (credit b: modification of work by American
Society for Microbiology)
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• How is PCR similar to the natural DNA replication process in cells? How is it different?

• Compare RT-PCR and qPCR in terms of their respective purposes.

• In chain-termination sequencing, how is the identity of each nucleotide in a sequence determined?

12.3 Whole Genome Methods and Pharmaceutical

Applications of Genetic Engineering

Learning Objectives
• Explain the uses of genome-wide comparative analyses

• Summarize the advantages of genetically engineered pharmaceutical products

Advances in molecular biology have led to the creation of entirely new fields of science. Among these are fields that
study aspects of whole genomes, collectively referred to as whole-genome methods. In this section, we’ll provide a
brief overview of the whole-genome fields of genomics, transcriptomics, and proteomics.

Genomics, Transcriptomics, and Proteomics

The study and comparison of entire genomes, including the complete set of genes and their nucleotide sequence
and organization, is called genomics. This field has great potential for future medical advances through the study of
the human genome as well as the genomes of infectious organisms. Analysis of microbial genomes has contributed
to the development of new antibiotics, diagnostic tools, vaccines, medical treatments, and environmental cleanup
techniques.

The field of transcriptomics is the science of the entire collection of mRNA molecules produced by cells. Scientists
compare gene expression patterns between infected and uninfected host cells, gaining important information about
the cellular responses to infectious disease. Additionally, transcriptomics can be used to monitor the gene expression
of virulence factors in microorganisms, aiding scientists in better understanding pathogenic processes from this
viewpoint.

When genomics and transcriptomics are applied to entire microbial communities, we use the terms metagenomics
and metatranscriptomics, respectively. Metagenomics and metatranscriptomics allow researchers to study genes and
gene expression from a collection of multiple species, many of which may not be easily cultured or cultured at all in
the laboratory. A DNA microarray (discussed in the previous section) can be used in metagenomics studies.

Another up-and-coming clinical application of genomics and transcriptomics is pharmacogenomics, also called
toxicogenomics, which involves evaluating the effectiveness and safety of drugs on the basis of information from
an individual’s genomic sequence. Genomic responses to drugs can be studied using experimental animals (such as
laboratory rats or mice) or live cells in the laboratory before embarking on studies with humans. Changes in gene
expression in the presence of a drug can sometimes be an early indicator of the potential for toxic effects. Personal
genome sequence information may someday be used to prescribe medications that will be most effective and least
toxic on the basis of the individual patient’s genotype.

The study of proteomics is an extension of genomics that allows scientists to study the entire complement of proteins
in an organism, called the proteome. Even though all cells of a multicellular organism have the same set of genes,
cells in various tissues produce different sets of proteins. Thus, the genome is constant, but the proteome varies and is

4. Patrizia Spigaglia, Fabrizio Barbanti, Anna Maria Dionisi, and Paola Mastrantonio. “Clostridium difficile Isolates Resistant to

Fluoroquinolones in Italy: Emergence of PCR Ribotype 018.” Journal of Clinical Microbiology 48 no. 8 (2010): 2892–2896.
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dynamic within an organism. Proteomics may be used to study which proteins are expressed under various conditions
within a single cell type or to compare protein expression patterns between different organisms.

The most prominent disease being studied with proteomic approaches is cancer, but this area of study is also
being applied to infectious diseases. Research is currently underway to examine the feasibility of using proteomic
approaches to diagnose various types of hepatitis, tuberculosis, and HIV infection, which are rather difficult to
diagnose using currently available techniques.[5]

A recent and developing proteomic analysis relies on identifying proteins called biomarkers, whose expression is
affected by the disease process. Biomarkers are currently being used to detect various forms of cancer as well as
infections caused by pathogens such as Yersinia pestis and Vaccinia virus.[6]

Other “-omic” sciences related to genomics and proteomics include metabolomics, glycomics, and lipidomics, which
focus on the complete set of small-molecule metabolites, sugars, and lipids, respectively, found within a cell.
Through these various global approaches, scientists continue to collect, compile, and analyze large amounts of genetic
information. This emerging field of bioinformatics can be used, among many other applications, for clues to treating
diseases and understanding the workings of cells.

Additionally, researchers can use reverse genetics, a technique related to classic mutational analysis, to determine the
function of specific genes. Classic methods of studying gene function involved searching for the genes responsible
for a given phenotype. Reverse genetics uses the opposite approach, starting with a specific DNA sequence and
attempting to determine what phenotype it produces. Alternatively, scientists can attach known genes (called reporter
genes) that encode easily observable characteristics to genes of interest, and the location of expression of such genes
of interest can be easily monitored. This gives the researcher important information about what the gene product
might be doing or where it is located in the organism. Common reporter genes include bacterial lacZ, which encodes
beta-galactosidase and whose activity can be monitored by changes in colony color in the presence of X-gal as
previously described, and the gene encoding the jellyfish protein green fluorescent protein (GFP) whose activity can
be visualized in colonies under ultraviolet light exposure (Figure 12.26).

Figure 12.26 (a) The gene encoding green fluorescence protein is a commonly used reporter gene for monitoring
gene expression patterns in organisms. Under ultraviolet light, GFP fluoresces. Here, two mice are expressing GFP,
while the middle mouse is not. (b) GFP can be used as a reporter gene in bacteria as well. Here, a plate containing
bacterial colonies expressing GFP is shown. (c) Blue-white screening in bacteria is accomplished through the use of
the lacZ reporter gene, followed by plating of bacteria onto medium containing X-gal. Cleavage of X-gal by the LacZ
enzyme results in the formation of blue colonies. (credit a: modification of work by Ingrid Moen, Charlotte Jevne, Jian
Wang, Karl-Henning Kalland, Martha Chekenya, Lars A Akslen, Linda Sleire, Per Ø Enger, Rolf K Reed, Anne M
Øyan, Linda EB Stuhr; credit b: modification of work by “2.5JIGEN.com”/Flickr; credit c: modification of work by
American Society for Microbiology)

5. E.O. List, D.E. Berryman, B. Bower, L. Sackmann-Sala, E. Gosney, J. Ding, S. Okada, and J.J. Kopchick. “The Use of Proteomics to

Study Infectious Diseases.” Infectious Disorders-Drug Targets (Formerly Current Drug Targets-Infectious Disorders) 8 no. 1 (2008): 31–45.

6. Mohan Natesan, and Robert G. Ulrich. “Protein Microarrays and Biomarkers of Infectious Disease.” International Journal of Molecular

Sciences 11 no. 12 (2010): 5165–5183.
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• How is genomics different from traditional genetics?

• If you wanted to study how two different cells in the body respond to an infection, what –omics field would
you apply?

• What are the biomarkers uncovered in proteomics used for?

Resolution

Because Kayla’s symptoms were persistent and serious enough to interfere with daily activities, Kayla’s
physician decided to order some laboratory tests. The physician collected samples of Kayla’s blood,
cerebrospinal fluid (CSF), and synovial fluid (from one of her swollen knees) and requested PCR analysis on
all three samples. The PCR tests on the CSF and synovial fluid came back positive for the presence of Borrelia
burgdorferi, the bacterium that causes Lyme disease.

Kayla’s physician immediately prescribed a full course of the antibiotic doxycycline. Fortunately, Kayla
recovered fully within a few weeks and did not suffer from the long-term symptoms of post-treatment Lyme
disease syndrome (PTLDS), which affects 10–20% of Lyme disease patients. To prevent future infections,
Kayla’s physician advised her to use insect repellant and wear protective clothing during her outdoor
adventures. These measures can limit exposure to Lyme-bearing ticks, which are common in many regions of
the United States during the warmer months of the year. Kayla was also advised to make a habit of examining
herself for ticks after returning from outdoor activities, as prompt removal of a tick greatly reduces the chances
of infection.

Lyme disease is often difficult to diagnose. B. burgdorferi is not easily cultured in the laboratory, and the initial
symptoms can be very mild and resemble those of many other diseases. But left untreated, the symptoms
can become quite severe and debilitating. In addition to two antibody tests, which were inconclusive in Kayla’s
case, and the PCR test, a Southern blot could be used with B. burgdorferi-specific DNA probes to identify
DNA from the pathogen. Sequencing of surface protein genes of Borrelia species is also being used to identify
strains within the species that may be more readily transmitted to humans or cause more severe disease.

Go back to the previous Clinical Focus box.

Recombinant DNA Technology and Pharmaceutical Production

Genetic engineering has provided a way to create new pharmaceutical products called recombinant DNA
pharmaceuticals. Such products include antibiotic drugs, vaccines, and hormones used to treat various diseases.
Table 12.1 lists examples of recombinant DNA products and their uses.

For example, the naturally occurring antibiotic synthesis pathways of various Streptomyces spp., long known for
their antibiotic production capabilities, can be modified to improve yields or to create new antibiotics through the
introduction of genes encoding additional enzymes. More than 200 new antibiotics have been generated through
the targeted inactivation of genes and the novel combination of antibiotic synthesis genes in antibiotic-producing
Streptomyces hosts.[7]

Genetic engineering is also used to manufacture subunit vaccines, which are safer than other vaccines because they
contain only a single antigenic molecule and lack any part of the genome of the pathogen (see Vaccines). For

Clinical Focus

7. Jose-Luis Adrio and Arnold L. Demain. “Recombinant Organisms for Production of Industrial Products.” Bioengineered Bugs 1 no. 2

(2010): 116–131.
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example, a vaccine for hepatitis B is created by inserting a gene encoding a hepatitis B surface protein into a yeast; the
yeast then produces this protein, which the human immune system recognizes as an antigen. The hepatitis B antigen
is purified from yeast cultures and administered to patients as a vaccine. Even though the vaccine does not contain
the hepatitis B virus, the presence of the antigenic protein stimulates the immune system to produce antibodies that
will protect the patient against the virus in the event of exposure.[8] [9]

Genetic engineering has also been important in the production of other therapeutic proteins, such as insulin,
interferons, and human growth hormone, to treat a variety of human medical conditions. For example, at one time,
it was possible to treat diabetes only by giving patients pig insulin, which caused allergic reactions due to small
differences between the proteins expressed in human and pig insulin. However, since 1978, recombinant DNA
technology has been used to produce large-scale quantities of human insulin using E. coli in a relatively inexpensive
process that yields a more consistently effective pharmaceutical product. Scientists have also genetically engineered
E. coli capable of producing human growth hormone (HGH), which is used to treat growth disorders in children and
certain other disorders in adults. The HGH gene was cloned from a cDNA library and inserted into E. coli cells by
cloning it into a bacterial vector. Eventually, genetic engineering will be used to produce DNA vaccines and various
gene therapies, as well as customized medicines for fighting cancer and other diseases.

Some Genetically Engineered Pharmaceutical Products and Applications

Recombinant
DNA Product

Application

Atrial natriuretic
peptide

Treatment of heart disease (e.g., congestive heart failure), kidney disease, high blood
pressure

DNase Treatment of viscous lung secretions in cystic fibrosis

Erythropoietin Treatment of severe anemia with kidney damage

Factor VIII Treatment of hemophilia

Hepatitis B vaccine Prevention of hepatitis B infection

Human growth
hormone

Treatment of growth hormone deficiency, Turner’s syndrome, burns

Human insulin Treatment of diabetes

Interferons
Treatment of multiple sclerosis, various cancers (e.g., melanoma), viral infections
(e.g., Hepatitis B and C)

Tetracenomycins Used as antibiotics

Tissue plasminogen
activator

Treatment of pulmonary embolism in ischemic stroke, myocardial infarction

Table 12.1

• What bacterium has been genetically engineered to produce human insulin for the treatment of diabetes?

• Explain how microorganisms can be engineered to produce vaccines.

8. U.S. Department of Health and Human Services. “Types of Vaccines.” 2013. http://www.vaccines.gov/more_info/types/#subunit.

Accessed May 27, 2016.

9. The Internet Drug List. Recombivax. 2015. http://www.rxlist.com/recombivax-drug.htm. Accessed May 27, 2016.
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RNA Interference Technology

In Structure and Function of RNA, we described the function of mRNA, rRNA, and tRNA. In addition to these
types of RNA, cells also produce several types of small noncoding RNA molecules that are involved in the regulation
of gene expression. These include antisense RNA molecules, which are complementary to regions of specific mRNA
molecules found in both prokaryotes and eukaryotic cells. Non-coding RNA molecules play a major role in RNA
interference (RNAi), a natural regulatory mechanism by which mRNA molecules are prevented from guiding the
synthesis of proteins. RNA interference of specific genes results from the base pairing of short, single-stranded
antisense RNA molecules to regions within complementary mRNA molecules, preventing protein synthesis. Cells use
RNA interference to protect themselves from viral invasion, which may introduce double-stranded RNA molecules
as part of the viral replication process (Figure 12.27).

Figure 12.27 Cells like the eukaryotic cell shown in this diagram commonly make small antisense RNA molecules
with sequences complementary to specific mRNA molecules. When an antisense RNA molecule is bound to an
mRNA molecule, the mRNA can no longer be used to direct protein synthesis. (credit: modification of work by
Robinson R)

Researchers are currently developing techniques to mimic the natural process of RNA interference as a way to treat
viral infections in eukaryotic cells. RNA interference technology involves using small interfering RNAs (siRNAs) or
microRNAs (miRNAs) (Figure 12.28). siRNAs are completely complementary to the mRNA transcript of a specific
gene of interest while miRNAs are mostly complementary. These double-stranded RNAs are bound to DICER, an
endonuclease that cleaves the RNA into short molecules (approximately 20 nucleotides long). The RNAs are then
bound to RNA-induced silencing complex (RISC), a ribonucleoprotein. The siRNA-RISC complex binds to mRNA
and cleaves it. For miRNA, only one of the two strands binds to RISC. The miRNA-RISC complex then binds to
mRNA, inhibiting translation. If the miRNA is completely complementary to the target gene, then the mRNA can be
cleaved. Taken together, these mechanisms are known as gene silencing.
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Figure 12.28 This diagram illustrates the process of using siRNA or miRNA in a eukaryotic cell to silence genes
involved in the pathogenesis of various diseases. (credit: modification of work by National Center for Biotechnology
Information)

12.4 Gene Therapy

Learning Objectives
• Summarize the mechanisms, risks, and potential benefits of gene therapy

• Identify ethical issues involving gene therapy and the regulatory agencies that provide oversight for clinical
trials

• Compare somatic-cell and germ-line gene therapy

Many types of genetic engineering have yielded clear benefits with few apparent risks. Few would question, for
example, the value of our now abundant supply of human insulin produced by genetically engineered bacteria.
However, many emerging applications of genetic engineering are much more controversial, often because their
potential benefits are pitted against significant risks, real or perceived. This is certainly the case for gene therapy, a
clinical application of genetic engineering that may one day provide a cure for many diseases but is still largely an
experimental approach to treatment.

Mechanisms and Risks of Gene Therapy

Human diseases that result from genetic mutations are often difficult to treat with drugs or other traditional forms of
therapy because the signs and symptoms of disease result from abnormalities in a patient’s genome. For example, a
patient may have a genetic mutation that prevents the expression of a specific protein required for the normal function
of a particular cell type. This is the case in patients with Severe Combined Immunodeficiency (SCID), a genetic
disease that impairs the function of certain white blood cells essential to the immune system.

Gene therapy attempts to correct genetic abnormalities by introducing a nonmutated, functional gene into the patient’s
genome. The nonmutated gene encodes a functional protein that the patient would otherwise be unable to produce.
Viral vectors such as adenovirus are sometimes used to introduce the functional gene; part of the viral genome is
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removed and replaced with the desired gene (Figure 12.29). More advanced forms of gene therapy attempt to correct
the mutation at the original site in the genome, such as is the case with treatment of SCID.

Figure 12.29 Gene therapy using an adenovirus vector can be used to treat or cure certain genetic diseases in
which a patient has a defective gene. (credit: modification of work by National Institutes of Health)

So far, gene therapies have proven relatively ineffective, with the possible exceptions of treatments for cystic fibrosis
and adenosine deaminase deficiency, a type of SCID. Other trials have shown the clear hazards of attempting genetic
manipulation in complex multicellular organisms like humans. In some patients, the use of an adenovirus vector can
trigger an unanticipated inflammatory response from the immune system, which may lead to organ failure. Moreover,
because viruses can often target multiple cell types, the virus vector may infect cells not targeted for the therapy,
damaging these other cells and possibly leading to illnesses such as cancer. Another potential risk is that the modified
virus could revert to being infectious and cause disease in the patient. Lastly, there is a risk that the inserted gene
could unintentionally inactivate another important gene in the patient’s genome, disrupting normal cell cycling and
possibly leading to tumor formation and cancer. Because gene therapy involves so many risks, candidates for gene
therapy need to be fully informed of these risks before providing informed consent to undergo the therapy.

Gene Therapy Gone Wrong

The risks of gene therapy were realized in the 1999 case of Jesse Gelsinger, an 18-year-old patient who
received gene therapy as part of a clinical trial at the University of Pennsylvania. Jesse received gene therapy
for a condition called ornithine transcarbamylase (OTC) deficiency, which leads to ammonia accumulation in
the blood due to deficient ammonia processing. Four days after the treatment, Jesse died after a massive
immune response to the adenovirus vector.[10]

Until that point, researchers had not really considered an immune response to the vector to be a legitimate risk,
but on investigation, it appears that the researchers had some evidence suggesting that this was a possible
outcome. Prior to Jesse’s treatment, several other human patients had suffered side effects of the treatment,
and three monkeys used in a trial had died as a result of inflammation and clotting disorders. Despite this
information, it appears that neither Jesse nor his family were made aware of these outcomes when they
consented to the therapy. Jesse’s death was the first patient death due to a gene therapy treatment and
resulted in the immediate halting of the clinical trial in which he was involved, the subsequent halting of all other

Case in Point
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gene therapy trials at the University of Pennsylvania, and the investigation of all other gene therapy trials in
the United States. As a result, the regulation and oversight of gene therapy overall was reexamined, resulting
in new regulatory protocols that are still in place today.

• Explain how gene therapy works in theory.

• Identify some risks of gene therapy.

Oversight of Gene Therapy

Presently, there is significant oversight of gene therapy clinical trials. At the federal level, three agencies regulate gene
therapy in parallel: the Food and Drug Administration (FDA), the Office of Human Research Protection (OHRP), and
the Recombinant DNA Advisory Committee (RAC) at the National Institutes of Health (NIH). Along with several
local agencies, these federal agencies interact with the institutional review board to ensure that protocols are in place
to protect patient safety during clinical trials. Compliance with these protocols is enforced mostly on the local level in
cooperation with the federal agencies. Gene therapies are currently under the most extensive federal and local review
compared to other types of therapies, which are more typically only under the review of the FDA. Some researchers
believe that these extensive regulations actually inhibit progress in gene therapy research. In 2013, the Institute of
Medicine (now the National Academy of Medicine) called upon the NIH to relax its review of gene therapy trials in
most cases.[11] However, ensuring patient safety continues to be of utmost concern.

Ethical Concerns

Beyond the health risks of gene therapy, the ability to genetically modify humans poses a number of ethical issues
related to the limits of such “therapy.” While current research is focused on gene therapy for genetic diseases,
scientists might one day apply these methods to manipulate other genetic traits not perceived as desirable. This raises
questions such as:

• Which genetic traits are worthy of being “corrected”?

• Should gene therapy be used for cosmetic reasons or to enhance human abilities?

• Should genetic manipulation be used to impart desirable traits to the unborn?

• Is everyone entitled to gene therapy, or could the cost of gene therapy create new forms of social inequality?

• Who should be responsible for regulating and policing inappropriate use of gene therapies?

The ability to alter reproductive cells using gene therapy could also generate new ethical dilemmas. To date, the
various types of gene therapies have been targeted to somatic cells, the non-reproductive cells within the body.
Because somatic cell traits are not inherited, any genetic changes accomplished by somatic-cell gene therapy would
not be passed on to offspring. However, should scientists successfully introduce new genes to germ cells (eggs or
sperm), the resulting traits could be passed on to offspring. This approach, called germ-line gene therapy, could
potentially be used to combat heritable diseases, but it could also lead to unintended consequences for future
generations. Moreover, there is the question of informed consent, because those impacted by germ-line gene therapy

10. Barbara Sibbald. “Death but One Unintended Consequence of Gene-Therapy Trial.” Canadian Medical Association Journal 164 no. 11

(2001): 1612–1612.

11. Kerry Grens. “Report: Ease Gene Therapy Reviews.” The Scientist, December 9, 2013. http://www.the-scientist.com/?articles.view/

articleNo/38577/title/Report--Ease-Gene-Therapy-Reviews/. Accessed May 27, 2016.
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are unborn and therefore unable to choose whether they receive the therapy. For these reasons, the U.S. government
does not currently fund research projects investigating germ-line gene therapies in humans.

Risky Gene Therapies

While there are currently no gene therapies on the market in the United States, many are in the pipeline and
it is likely that some will eventually be approved. With recent advances in gene therapies targeting p53, a
gene whose somatic cell mutations have been implicated in over 50% of human cancers,[12] cancer treatments
through gene therapies could become much more widespread once they reach the commercial market.

Bringing any new therapy to market poses ethical questions that pit the expected benefits against the risks.
How quickly should new therapies be brought to the market? How can we ensure that new therapies have been
sufficiently tested for safety and effectiveness before they are marketed to the public? The process by which
new therapies are developed and approved complicates such questions, as those involved in the approval
process are often under significant pressure to get a new therapy approved even in the face of significant risks.

To receive FDA approval for a new therapy, researchers must collect significant laboratory data from animal
trials and submit an Investigational New Drug (IND) application to the FDA’s Center for Drug Evaluation and
Research (CDER). Following a 30-day waiting period during which the FDA reviews the IND, clinical trials
involving human subjects may begin. If the FDA perceives a problem prior to or during the clinical trial, the
FDA can order a “clinical hold” until any problems are addressed. During clinical trials, researchers collect and
analyze data on the therapy’s effectiveness and safety, including any side effects observed. Once the therapy
meets FDA standards for effectiveness and safety, the developers can submit a New Drug Application (NDA)
that details how the therapy will be manufactured, packaged, monitored, and administered.

Because new gene therapies are frequently the result of many years (even decades) of laboratory and
clinical research, they require a significant financial investment. By the time a therapy has reached the clinical
trials stage, the financial stakes are high for pharmaceutical companies and their shareholders. This creates
potential conflicts of interest that can sometimes affect the objective judgment of researchers, their funders,
and even trial participants. The Jesse Gelsinger case (see Case in Point: Gene Therapy Gone Wrong) is
a classic example. Faced with a life-threatening disease and no reasonable treatments available, it is easy to
see why a patient might be eager to participate in a clinical trial no matter the risks. It is also easy to see how
a researcher might view the short-term risks for a small group of study participants as a small price to pay for
the potential benefits of a game-changing new treatment.

Gelsinger’s death led to increased scrutiny of gene therapy, and subsequent negative outcomes of gene
therapy have resulted in the temporary halting of clinical trials pending further investigation. For example, when
children in France treated with gene therapy for SCID began to develop leukemia several years after treatment,
the FDA temporarily stopped clinical trials of similar types of gene therapy occurring in the United States.[13]

Cases like these highlight the need for researchers and health professionals not only to value human well-
being and patients’ rights over profitability, but also to maintain scientific objectivity when evaluating the risks
and benefits of new therapies.

Eye on Ethics

12. Zhen Wang and Yi Sun. “Targeting p53 for Novel Anticancer Therapy.” Translational Oncology 3, no. 1 (2010): 1–12.

13. Erika Check. “Gene Therapy: A Tragic Setback.” Nature 420 no. 6912 (2002): 116–118.
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• Why is gene therapy research so tightly regulated?

• What is the main ethical concern associated with germ-line gene therapy?

Summary

12.1 Microbes and the Tools of Genetic Engineering
• Biotechology is the science of utilizing living systems to benefit humankind. In recent years, the ability to

directly alter an organism’s genome through genetic engineering has been made possible due to advances in
recombinant DNA technology, which allows researchers to create recombinant DNA molecules with new
combinations of genetic material.

• Molecular cloning involves methods used to construct recombinant DNA and facilitate their replication in
host organisms. These methods include the use of restriction enzymes (to cut both foreign DNA and plasmid
vectors), ligation (to paste fragments of DNA together), and the introduction of recombinant DNA into a host
organism (often bacteria).

• Blue-white screening allows selection of bacterial transformants that contain recombinant plasmids using the
phenotype of a reporter gene that is disabled by insertion of the DNA fragment.

• Genomic libraries can be made by cloning genomic fragments from one organism into plasmid vectors or
into bacteriophage.

• cDNA libraries can be generated to represent the mRNA molecules expressed in a cell at a given point.

• Transfection of eukaryotic hosts can be achieved through various methods using electroporation, gene guns,
microinjection, shuttle vectors, and viral vectors.

12.2 Visualizing and Characterizing DNA, RNA, and Protein
• Finding a gene of interest within a sample requires the use of a single-stranded DNA probe labeled with a

molecular beacon (typically radioactivity or fluorescence) that can hybridize with a complementary single-
stranded nucleic acid in the sample.

• Agarose gel electrophoresis allows for the separation of DNA molecules based on size.

• Restriction fragment length polymorphism (RFLP) analysis allows for the visualization by agarose gel
electrophoresis of distinct variants of a DNA sequence caused by differences in restriction sites.

• Southern blot analysis allows researchers to find a particular DNA sequence within a sample whereas
northern blot analysis allows researchers to detect a particular mRNA sequence expressed in a sample.

• Microarray technology is a nucleic acid hybridization technique that allows for the examination of many
thousands of genes at once to find differences in genes or gene expression patterns between two samples of
genomic DNA or cDNA,

• Polyacrylamide gel electrophoresis (PAGE) allows for the separation of proteins by size, especially if native
protein charges are masked through pretreatment with SDS.

• Polymerase chain reaction allows for the rapid amplification of a specific DNA sequence. Variations of PCR
can be used to detect mRNA expression (reverse transcriptase PCR) or to quantify a particular sequence in
the original sample (real-time PCR).

• Although the development of Sanger DNA sequencing was revolutionary, advances in next generation
sequencing allow for the rapid and inexpensive sequencing of the genomes of many organisms, accelerating
the volume of new sequence data.

12.3 Whole Genome Methods and Pharmaceutical Applications of Genetic Engineering
• The science of genomics allows researchers to study organisms on a holistic level and has many applications

of medical relevance.
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• Transcriptomics and proteomics allow researchers to compare gene expression patterns between different
cells and shows great promise in better understanding global responses to various conditions.

• The various –omics technologies complement each other and together provide a more complete picture of an
organism’s or microbial community’s (metagenomics) state.

• The analysis required for large data sets produced through genomics, transcriptomics, and proteomics has led
to the emergence of bioinformatics.

• Reporter genes encoding easily observable characteristics are commonly used to track gene expression
patterns of genes of unknown function.

• The use of recombinant DNA technology has revolutionized the pharmaceutical industry, allowing for the
rapid production of high-quality recombinant DNA pharmaceuticals used to treat a wide variety of human
conditions.

• RNA interference technology has great promise as a method of treating viral infections by silencing the
expression of specific genes

12.4 Gene Therapy
• While gene therapy shows great promise for the treatment of genetic diseases, there are also significant risks

involved.

• There is considerable federal and local regulation of the development of gene therapies by pharmaceutical
companies for use in humans.

• Before gene therapy use can increase dramatically, there are many ethical issues that need to be addressed by
the medical and research communities, politicians, and society at large.

Multiple Choice

1. Which of the following is required for repairing
the phosphodiester backbone of DNA during molecular
cloning?

a. cDNA
b. reverse transcriptase
c. restriction enzymes
d. DNA ligase

2. All of the following are processes used to introduce
DNA molecules into bacterial cells except:

a. transformation
b. transduction
c. transcription
d. conjugation

3. The enzyme that uses RNA as a template to produce
a DNA copy is called:

a. a restriction enzyme
b. DNA ligase
c. reverse transcriptase
d. DNA polymerase

4. In blue-white screening, what do blue colonies
represent?

a. cells that have not taken up the plasmid vector
b. cells with recombinant plasmids containing a

new insert
c. cells containing empty plasmid vectors
d. cells with a non-functional lacZ gene

5. The Ti plasmid is used for introducing genes into:
a. animal cells
b. plant cells
c. bacteriophages
d. E. coli cells

6. Which technique is used to separate protein
fragments based on size?

a. polyacrylamide gel electrophoresis
b. Southern blot
c. agarose gel electrophoresis
d. polymerase chain reaction

Review Questions
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7. Which technique uses restriction enzyme digestion
followed by agarose gel electrophoresis to generate a
banding pattern for comparison to another sample
processed in the same way?

a. qPCR
b. RT-PCR
c. RFLP
d. 454 sequencing

8. All of the following techniques involve
hybridization between single-stranded nucleic acid
molecules except:

a. Southern blot analysis
b. RFLP analysis
c. northern blot analysis
d. microarray analysis

9. The science of studying the entire collection of
mRNA molecules produced by cells, allowing scientists
to monitor differences in gene expression patterns
between cells, is called:

a. genomics
b. transcriptomics
c. proteomics
d. pharmacogenomics

10. The science of studying genomic fragments from
microbial communities, allowing researchers to study
genes from a collection of multiple species, is called:

a. pharmacogenomics
b. transcriptomics
c. metagenomics
d. proteomics

11. The insulin produced by recombinant DNA
technology is

a. a combination of E. coli and human insulin.
b. identical to human insulin produced in the

pancreas.
c. cheaper but less effective than pig insulin for

treating diabetes.
d. engineered to be more effective than human

insulin.

12. At what point can the FDA halt the development or
use of gene therapy?

a. on submission of an IND application
b. during clinical trials
c. after manufacturing and marketing of the

approved therapy
d. all of the answers are correct
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True/False

13. Recombination is a process not usually observed in nature.

14. It is generally easier to introduce recombinant DNA into prokaryotic cells than into eukaryotic cells.

15. In agarose gel electrophoresis, DNA will be attracted to the negative electrode.

16. RNA interference does not influence the sequence of genomic DNA.

Fill in the Blank

17. The process of introducing DNA molecules into eukaryotic cells is called ________.

18. The __________ blot technique is used to find an RNA fragment within a sample that is complementary to a
DNA probe.

19. The PCR step during which the double-stranded template molecule becomes single-stranded is called
_____________.

20. The sequencing method involving the incorporation of ddNTPs is called __________.

21. The application of genomics to evaluate the effectiveness and safety of drugs on the basis of information from
an individual’s genomic sequence is called ____________.

22. A gene whose expression can be easily visualized and monitored is called a ________.

23. _____________ is a common viral vector used in gene therapy for introducing a new gene into a specifically
targeted cell type.

Short Answer

24. Name three elements incorporated into a plasmid vector for efficient cloning.

25. When would a scientist want to generate a cDNA library instead of a genomic library?

26. What is one advantage of generating a genomic library using phages instead of plasmids?

27. Why is it important that a DNA probe be labeled with a molecular beacon?

28. When separating proteins strictly by size, why is exposure to SDS first required?

29. Why must the DNA polymerase used during PCR be heat-stable?

30. If all cellular proteins are encoded by the cell’s genes, what information does proteomics provide that genomics
cannot?

31. Briefly describe the risks associated with somatic cell gene therapy.

Critical Thinking

32. Is biotechnology always associated with genetic engineering? Explain your answer.

33. Which is more efficient: blunt-end cloning or sticky-end cloning? Why?

34. Suppose you are working in a molecular biology laboratory and are having difficulty performing the PCR
successfully. You decide to double-check the PCR protocol programmed into the thermal cycler and discover that the
annealing temperature was programmed to be 65 °C instead of 50 °C, as you had intended. What effects would this
mistake have on the PCR reaction? Refer to Figure 12.20.

35. What is the advantage of microarray analysis over northern blot analysis in monitoring changes in gene
expression?

36. What is the difference between reverse transcriptase PCR (RT-PCR) and real-time quantitative PCR (qPCR)?
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37. What are some advantages of cloning human genes into bacteria to treat human diseases caused by specific
protein deficiencies?

38. Compare the ethical issues involved in the use of somatic cell gene therapy and germ-line gene therapy.
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Chapter 13

Control of Microbial Growth

Figure 13.1 Most environments, including cars, are not sterile. A study[1] analyzed 11 locations within 18 different
cars to determine the number of microbial colony-forming units (CFUs) present. The center console harbored by far
the most microbes (506 CFUs), possibly because that is where drinks are placed (and often spilled). Frequently
touched sites also had high concentrations. (credit “photo”: modification of work by Jeff Wilcox)

Chapter Outline

13.1 Controlling Microbial Growth

13.2 Using Physical Methods to Control Microorganisms

13.3 Using Chemicals to Control Microorganisms

13.4 Testing the Effectiveness of Antiseptics and Disinfectants

Introduction
How clean is clean? People wash their cars and vacuum the carpets, but most would not want to eat from these
surfaces. Similarly, we might eat with silverware cleaned in a dishwasher, but we could not use the same dishwasher
to clean surgical instruments. As these examples illustrate, “clean” is a relative term. Car washing, vacuuming, and
dishwashing all reduce the microbial load on the items treated, thus making them “cleaner.” But whether they are
“clean enough” depends on their intended use. Because people do not normally eat from cars or carpets, these items
do not require the same level of cleanliness that silverware does. Likewise, because silverware is not used for invasive
surgery, these utensils do not require the same level of cleanliness as surgical equipment, which requires sterilization
to prevent infection.

Why not play it safe and sterilize everything? Sterilizing everything we come in contact with is impractical, as well as
potentially dangerous. As this chapter will demonstrate, sterilization protocols often require time- and labor-intensive
treatments that may degrade the quality of the item being treated or have toxic effects on users. Therefore, the user
must consider the item’s intended application when choosing a cleaning method to ensure that it is “clean enough.”

1. R.E. Stephenson et al. “Elucidation of Bacteria Found in Car Interiors and Strategies to Reduce the Presence of Potential Pathogens.”
Biofouling 30 no. 3 (2014):337–346.
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13.1 Controlling Microbial Growth

Learning Objectives
• Compare disinfectants, antiseptics, and sterilants

• Describe the principles of controlling the presence of microorganisms through sterilization and disinfection

• Differentiate between microorganisms of various biological safety levels and explain methods used for handling
microbes at each level

To prevent the spread of human disease, it is necessary to control the growth and abundance of microbes in or on
various items frequently used by humans. Inanimate items, such as doorknobs, toys, or towels, which may harbor
microbes and aid in disease transmission, are called fomites. Two factors heavily influence the level of cleanliness
required for a particular fomite and, hence, the protocol chosen to achieve this level. The first factor is the application
for which the item will be used. For example, invasive applications that require insertion into the human body require
a much higher level of cleanliness than applications that do not. The second factor is the level of resistance to
antimicrobial treatment by potential pathogens. For example, foods preserved by canning often become contaminated
with the bacterium Clostridium botulinum, which produces the neurotoxin that causes botulism. Because C. botulinum
can produce endospores that can survive harsh conditions, extreme temperatures and pressures must be used to
eliminate the endospores. Other organisms may not require such extreme measures and can be controlled by a
procedure such as washing clothes in a laundry machine.

Laboratory Biological Safety Levels

For researchers or laboratory personnel working with pathogens, the risks associated with specific pathogens
determine the levels of cleanliness and control required. The Centers for Disease Control and Prevention (CDC) and
the National Institutes of Health (NIH) have established four classification levels, called “biological safety levels”
(BSLs). Various organizations around the world, including the World Health Organization (WHO) and the European
Union (EU), use a similar classification scheme. According to the CDC, the BSL is determined by the agent’s
infectivity, ease of transmission, and potential disease severity, as well as the type of work being done with the
agent.[2]

Each BSL requires a different level of biocontainment to prevent contamination and spread of infectious agents
to laboratory personnel and, ultimately, the community. For example, the lowest BSL, BSL-1, requires the fewest

Part 1

Roberta is a 46-year-old real estate agent who recently underwent a cholecystectomy (surgery to remove
painful gallstones). The surgery was performed laparoscopically with the aid of a duodenoscope, a specialized
endoscope that allows surgeons to see inside the body with the aid of a tiny camera. On returning home
from the hospital, Roberta developed abdominal pain and a high fever. She also experienced a burning
sensation during urination and noticed blood in her urine. She notified her surgeon of these symptoms, per her
postoperative instructions.

• What are some possible causes of Roberta’s symptoms?

Jump to the next Clinical Focus box.

Clinical Focus

2. US Centers for Disease Control and Prevention. “Recognizing the Biosafety Levels.” http://www.cdc.gov/training/quicklearns/biosafety/.

Accessed June 7, 2016.
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precautions because it applies to situations with the lowest risk for microbial infection.

BSL-1 agents are those that generally do not cause infection in healthy human adults. These include noninfectious
bacteria, such as nonpathogenic strains of Escherichia coli and Bacillus subtilis, and viruses known to infect animals
other than humans, such as baculoviruses (insect viruses). Because working with BSL-1 agents poses very little risk,
few precautions are necessary. Laboratory workers use standard aseptic technique and may work with these agents at
an open laboratory bench or table, wearing personal protective equipment (PPE) such as a laboratory coat, goggles,
and gloves, as needed. Other than a sink for handwashing and doors to separate the laboratory from the rest of the
building, no additional modifications are needed.

Agents classified as BSL-2 include those that pose moderate risk to laboratory workers and the community, and
are typically “indigenous,” meaning that they are commonly found in that geographical area. These include bacteria
such as Staphylococcus aureus and Salmonella spp., and viruses like hepatitis, mumps, and measles viruses. BSL-2
laboratories require additional precautions beyond those of BSL-1, including restricted access; required PPE,
including a face shield in some circumstances; and the use of biological safety cabinets for procedures that may
disperse agents through the air (called “aerosolization”). BSL-2 laboratories are equipped with self-closing doors,
an eyewash station, and an autoclave, which is a specialized device for sterilizing materials with pressurized steam
before use or disposal. BSL-1 laboratories may also have an autoclave.

BSL-3 agents have the potential to cause lethal infections by inhalation. These may be either indigenous or “exotic,”
meaning that they are derived from a foreign location, and include pathogens such as Mycobacterium tuberculosis,
Bacillus anthracis, West Nile virus, and human immunodeficiency virus (HIV). Because of the serious nature of the
infections caused by BSL-3 agents, laboratories working with them require restricted access. Laboratory workers are
under medical surveillance, possibly receiving vaccinations for the microbes with which they work. In addition to the
standard PPE already mentioned, laboratory personnel in BSL-3 laboratories must also wear a respirator and work
with microbes and infectious agents in a biological safety cabinet at all times. BSL-3 laboratories require a hands-
free sink, an eyewash station near the exit, and two sets of self-closing and locking doors at the entrance. These
laboratories are equipped with directional airflow, meaning that clean air is pulled through the laboratory from clean
areas to potentially contaminated areas. This air cannot be recirculated, so a constant supply of clean air is required.

BSL-4 agents are the most dangerous and often fatal. These microbes are typically exotic, are easily transmitted by
inhalation, and cause infections for which there are no treatments or vaccinations. Examples include Ebola virus
and Marburg virus, both of which cause hemorrhagic fevers, and smallpox virus. There are only a small number of
laboratories in the United States and around the world appropriately equipped to work with these agents. In addition to
BSL-3 precautions, laboratory workers in BSL-4 facilities must also change their clothing on entering the laboratory,
shower on exiting, and decontaminate all material on exiting. While working in the laboratory, they must either wear
a full-body protective suit with a designated air supply or conduct all work within a biological safety cabinet with a
high-efficiency particulate air (HEPA)-filtered air supply and a doubly HEPA-filtered exhaust. If wearing a suit, the
air pressure within the suit must be higher than that outside the suit, so that if a leak in the suit occurs, laboratory air
that may be contaminated cannot be drawn into the suit (Figure 13.2). The laboratory itself must be located either
in a separate building or in an isolated portion of a building and have its own air supply and exhaust system, as well
as its own decontamination system. The BSLs are summarized in Figure 13.3.
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Figure 13.2 A protective suit like this one is an additional precaution for those who work in BSL-4 laboratories. This
suit has its own air supply and maintains a positive pressure relative to the outside, so that if a leak occurs, air will
flow out of the suit, not into it from the laboratory. (credit: modification of work by Centers for Disease Control and
Prevention)
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Figure 13.3 The CDC classifies infectious agents into four biosafety levels based on potential risk to laboratory
personnel and the community. Each level requires a progressively greater level of precaution. (credit “pyramid”:
modification of work by Centers for Disease Control and Prevention)

To learn more (https://openstax.org/l/22cdcfourbsls) about the four BSLs,
visit the CDC’s website.

• What are some factors used to determine the BSL necessary for working with a specific pathogen?

Sterilization

The most extreme protocols for microbial control aim to achieve sterilization: the complete removal or killing of all
vegetative cells, endospores, and viruses from the targeted item or environment. Sterilization protocols are generally
reserved for laboratory, medical, manufacturing, and food industry settings, where it may be imperative for certain
items to be completely free of potentially infectious agents. Sterilization can be accomplished through either physical

Link to Learning
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means, such as exposure to high heat, pressure, or filtration through an appropriate filter, or by chemical means.
Chemicals that can be used to achieve sterilization are called sterilants. Sterilants effectively kill all microbes and
viruses, and, with appropriate exposure time, can also kill endospores.

For many clinical purposes, aseptic technique is necessary to prevent contamination of sterile surfaces. Aseptic
technique involves a combination of protocols that collectively maintain sterility, or asepsis, thus preventing
contamination of the patient with microbes and infectious agents. Failure to practice aseptic technique during many
types of clinical procedures may introduce microbes to the patient’s body and put the patient at risk for sepsis,
a systemic inflammatory response to an infection that results in high fever, increased heart and respiratory rates,
shock, and, possibly, death. Medical procedures that carry risk of contamination must be performed in a sterile
field, a designated area that is kept free of all vegetative microbes, endospores, and viruses. Sterile fields are created
according to protocols requiring the use of sterilized materials, such as packaging and drapings, and strict procedures
for washing and application of sterilants. Other protocols are followed to maintain the sterile field while the medical
procedure is being performed.

One food sterilization protocol, commercial sterilization, uses heat at a temperature low enough to preserve food
quality but high enough to destroy common pathogens responsible for food poisoning, such as C. botulinum. Because
C. botulinum and its endospores are commonly found in soil, they may easily contaminate crops during harvesting,
and these endospores can later germinate within the anaerobic environment once foods are canned. Metal cans of
food contaminated with C. botulinum will bulge due to the microbe’s production of gases; contaminated jars of food
typically bulge at the metal lid. To eliminate the risk for C. botulinum contamination, commercial food-canning
protocols are designed with a large margin of error. They assume an impossibly large population of endospores (1012

per can) and aim to reduce this population to 1 endospore per can to ensure the safety of canned foods. For example,
low- and medium-acid foods are heated to 121 °C for a minimum of 2.52 minutes, which is the time it would take
to reduce a population of 1012 endospores per can down to 1 endospore at this temperature. Even so, commercial
sterilization does not eliminate the presence of all microbes; rather, it targets those pathogens that cause spoilage and
foodborne diseases, while allowing many nonpathogenic organisms to survive. Therefore, “sterilization” is somewhat
of a misnomer in this context, and commercial sterilization may be more accurately described as “quasi-sterilization.”

• What is the difference between sterilization and aseptic technique?

The Association of Surgical Technologists publishes standards
(https://openstax.org/l/22ASTstanasepte) for aseptic technique, including
creating and maintaining a sterile field.

Other Methods of Control

Sterilization protocols require procedures that are not practical, or necessary, in many settings. Various other methods
are used in clinical and nonclinical settings to reduce the microbial load on items. Although the terms for these
methods are often used interchangeably, there are important distinctions (Figure 13.4).

The process of disinfection inactivates most microbes on the surface of a fomite by using antimicrobial chemicals or
heat. Because some microbes remain, the disinfected item is not considered sterile. Ideally, disinfectants should be
fast acting, stable, easy to prepare, inexpensive, and easy to use. An example of a natural disinfectant is vinegar; its

Link to Learning
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acidity kills most microbes. Chemical disinfectants, such as chlorine bleach or products containing chlorine, are used
to clean nonliving surfaces such as laboratory benches, clinical surfaces, and bathroom sinks. Typical disinfection
does not lead to sterilization because endospores tend to survive even when all vegetative cells have been killed.

Unlike disinfectants, antiseptics are antimicrobial chemicals safe for use on living skin or tissues. Examples
of antiseptics include hydrogen peroxide and isopropyl alcohol. The process of applying an antiseptic is called
antisepsis. In addition to the characteristics of a good disinfectant, antiseptics must also be selectively effective
against microorganisms and able to penetrate tissue deeply without causing tissue damage.

The type of protocol required to achieve the desired level of cleanliness depends on the particular item to be cleaned.
For example, those used clinically are categorized as critical, semicritical, and noncritical. Critical items must be
sterile because they will be used inside the body, often penetrating sterile tissues or the bloodstream; examples of
critical items include surgical instruments, catheters, and intravenous fluids. Gastrointestinal endoscopes and various
types of equipment for respiratory therapies are examples of semicritical items; they may contact mucous membranes
or nonintact skin but do not penetrate tissues. Semicritical items do not typically need to be sterilized but do require
a high level of disinfection. Items that may contact but not penetrate intact skin are noncritical items; examples are
bed linens, furniture, crutches, stethoscopes, and blood pressure cuffs. These articles need to be clean but not highly
disinfected.

The act of handwashing is an example of degerming, in which microbial numbers are significantly reduced by
gently scrubbing living tissue, most commonly skin, with a mild chemical (e.g., soap) to avoid the transmission of
pathogenic microbes. Wiping the skin with an alcohol swab at an injection site is another example of degerming.
These degerming methods remove most (but not all) microbes from the skin’s surface.

The term sanitization refers to the cleansing of fomites to remove enough microbes to achieve levels deemed safe for
public health. For example, commercial dishwashers used in the food service industry typically use very hot water and
air for washing and drying; the high temperatures kill most microbes, sanitizing the dishes. Surfaces in hospital rooms
are commonly sanitized using a chemical disinfectant to prevent disease transmission between patients. Figure 13.4
summarizes common protocols, definitions, applications, and agents used to control microbial growth.
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Figure 13.4

• What is the difference between a disinfectant and an antiseptic?

• Which is most effective at removing microbes from a product: sanitization, degerming, or sterilization?
Explain.

Part 2

Roberta’s physician suspected that a bacterial infection was responsible for her sudden-onset high fever,
abdominal pain, and bloody urine. Based on these symptoms, the physician diagnosed a urinary tract infection
(UTI). A wide variety of bacteria may cause UTIs, which typically occur when bacteria from the lower
gastrointestinal tract are introduced to the urinary tract. However, Roberta’s recent gallstone surgery caused
the physician to suspect that she had contracted a nosocomial (hospital-acquired) infection during her surgery.
The physician took a urine sample and ordered a urine culture to check for the presence of white blood
cells, red blood cells, and bacteria. The results of this test would help determine the cause of the infection.
The physician also prescribed a course of the antibiotic ciprofloxacin, confident that it would clear Roberta’s

Clinical Focus
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infection.

• What are some possible ways that bacteria could have been introduced to Roberta’s urinary tract
during her surgery?

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

Measuring Microbial Control

Physical and chemical methods of microbial control that kill the targeted microorganism are identified by the suffix
-cide (or -cidal). The prefix indicates the type of microbe or infectious agent killed by the treatment method:
bactericides kill bacteria, viricides kill or inactivate viruses, and fungicides kill fungi. Other methods do not kill
organisms but, instead, stop their growth, making their population static; such methods are identified by the suffix
-stat (or -static). For example, bacteriostatic treatments inhibit the growth of bacteria, whereas fungistatic treatments
inhibit the growth of fungi. Factors that determine whether a particular treatment is -cidal or -static include the types
of microorganisms targeted, the concentration of the chemical used, and the nature of the treatment applied.

Although -static treatments do not actually kill infectious agents, they are often less toxic to humans and other
animals, and may also better preserve the integrity of the item treated. Such treatments are typically sufficient to keep
the microbial population of an item in check. The reduced toxicity of some of these -static chemicals also allows them
to be impregnated safely into plastics to prevent the growth of microbes on these surfaces. Such plastics are used in
products such as toys for children and cutting boards for food preparation. When used to treat an infection, -static
treatments are typically sufficient in an otherwise healthy individual, preventing the pathogen from multiplying, thus
allowing the individual’s immune system to clear the infection.

The degree of microbial control can be evaluated using a microbial death curve to describe the progress and
effectiveness of a particular protocol. When exposed to a particular microbial control protocol, a fixed percentage of
the microbes within the population will die. Because the rate of killing remains constant even when the population
size varies, the percentage killed is more useful information than the absolute number of microbes killed. Death
curves are often plotted as semilog plots just like microbial growth curves because the reduction in microorganisms
is typically logarithmic (Figure 13.5). The amount of time it takes for a specific protocol to produce a one order-
of-magnitude decrease in the number of organisms, or the death of 90% of the population, is called the decimal
reduction time (DRT) or D-value.
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Figure 13.5 Microbial death is logarithmic and easily observed using a semilog plot instead of an arithmetic one.
The decimal reduction time (D-value) is the time it takes to kill 90% of the population (a 1-log decrease in the total
population) when exposed to a specific microbial control protocol, as indicated by the purple bracket.

Several factors contribute to the effectiveness of a disinfecting agent or microbial control protocol. First, as
demonstrated in Figure 13.5, the length of time of exposure is important. Longer exposure times kill more
microbes. Because microbial death of a population exposed to a specific protocol is logarithmic, it takes longer
to kill a high-population load than a low-population load exposed to the same protocol. A shorter treatment time
(measured in multiples of the D-value) is needed when starting with a smaller number of organisms. Effectiveness
also depends on the susceptibility of the agent to that disinfecting agent or protocol. The concentration of disinfecting
agent or intensity of exposure is also important. For example, higher temperatures and higher concentrations of
disinfectants kill microbes more quickly and effectively. Conditions that limit contact between the agent and the
targeted cells cells—for example, the presence of bodily fluids, tissue, organic debris (e.g., mud or feces), or biofilms
on surfaces—increase the cleaning time or intensity of the microbial control protocol required to reach the desired
level of cleanliness. All these factors must be considered when choosing the appropriate protocol to control microbial
growth in a given situation.

• What are two possible reasons for choosing a bacteriostatic treatment over a bactericidal one?

• Name at least two factors that can compromise the effectiveness of a disinfecting agent.

13.2 Using Physical Methods to Control Microorganisms

Learning Objectives
• Understand and compare various physical methods of controlling microbial growth, including heating,

refrigeration, freezing, high-pressure treatment, desiccation, lyophilization, irradiation, and filtration

For thousands of years, humans have used various physical methods of microbial control for food preservation.
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Common control methods include the application of high temperatures, radiation, filtration, and desiccation (drying),
among others. Many of these methods nonspecifically kill cells by disrupting membranes, changing membrane
permeability, or damaging proteins and nucleic acids by denaturation, degradation, or chemical modification. Various
physical methods used for microbial control are described in this section.

Heat

Heating is one of the most common—and oldest—forms of microbial control. It is used in simple techniques like
cooking and canning. Heat can kill microbes by altering their membranes and denaturing proteins. The thermal death
point (TDP) of a microorganism is the lowest temperature at which all microbes are killed in a 10-minute exposure.
Different microorganisms will respond differently to high temperatures, with some (e.g., endospore-formers such as
C. botulinum) being more heat tolerant. A similar parameter, the thermal death time (TDT), is the length of time
needed to kill all microorganisms in a sample at a given temperature. These parameters are often used to describe
sterilization procedures that use high heat, such as autoclaving. Boiling is one of the oldest methods of moist-heat
control of microbes, and it is typically quite effective at killing vegetative cells and some viruses. However, boiling
is less effective at killing endospores; some endospores are able to survive up to 20 hours of boiling. Additionally,
boiling may be less effective at higher altitudes, where the boiling point of water is lower and the boiling time needed
to kill microbes is therefore longer. For these reasons, boiling is not considered a useful sterilization technique in the
laboratory or clinical setting.

Many different heating protocols can be used for sterilization in the laboratory or clinic, and these protocols can be
broken down into two main categories: dry-heat sterilization and moist-heat sterilization. Aseptic technique in
the laboratory typically involves some dry-heat sterilization protocols using direct application of high heat, such as
sterilizing inoculating loops (Figure 13.6). Incineration at very high temperatures destroys all microorganisms. Dry
heat can also be applied for relatively long periods of time (at least 2 hours) at temperatures up to 170 °C by using a
dry-heat sterilizer, such as an oven. However, moist-heat sterilization is typically the more effective protocol because
it penetrates cells better than dry heat does.

Figure 13.6 (a) Sterilizing a loop, often referred to as “flaming a loop,” is a common component of aseptic technique
in the microbiology laboratory and is used to incinerate any microorganisms on the loop. (b) Alternatively, a
bactericinerator may be used to reduce aerosolization of microbes and remove the presence of an open flame in the
laboratory. These are examples of dry-heat sterilization by the direct application of high heat capable of incineration.
(credit a: modification of work by Anh-Hue Tu; credit b: modification of work by Brian Forster)
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Autoclaves

Autoclaves rely on moist-heat sterilization. They are used to raise temperatures above the boiling point of water
to sterilize items such as surgical equipment from vegetative cells, viruses, and especially endospores, which are
known to survive boiling temperatures, without damaging the items. Charles Chamberland (1851–1908) designed the
modern autoclave in 1879 while working in the laboratory of Louis Pasteur. The autoclave is still considered the most
effective method of sterilization (Figure 13.7). Outside laboratory and clinical settings, large industrial autoclaves
called retorts allow for moist-heat sterilization on a large scale.

In general, the air in the chamber of an autoclave is removed and replaced with increasing amounts of steam
trapped within the enclosed chamber, resulting in increased interior pressure and temperatures above the boiling
point of water. The two main types of autoclaves differ in the way that air is removed from the chamber. In gravity
displacement autoclaves, steam is introduced into the chamber from the top or sides. Air, which is heavier than steam,
sinks to the bottom of the chamber, where it is forced out through a vent. Complete displacement of air is difficult,
especially in larger loads, so longer cycles may be required for such loads. In prevacuum sterilizers, air is removed
completely using a high-speed vacuum before introducing steam into the chamber. Because air is more completely
eliminated, the steam can more easily penetrate wrapped items. Many autoclaves are capable of both gravity and
prevacuum cycles, using the former for the decontamination of waste and sterilization of media and unwrapped
glassware, and the latter for sterilization of packaged instruments.

Figure 13.7 (a) An autoclave is commonly used for sterilization in the laboratory and in clinical settings. By
displacing the air in the chamber with increasing amounts of steam, pressure increases, and temperatures exceeding
100 °C can be achieved, allowing for complete sterilization. (b) A researcher programs an autoclave to sterilize a
sample. (credit a: modification of work by Courtney Harrington; credit b: modification of work by Lackemeyer MG,
Kok-Mercado Fd, Wada J, Bollinger L, Kindrachuk J, Wahl-Jensen V, Kuhn JH, Jahrling PB)

Standard operating temperatures for autoclaves are 121 °C or, in some cases, 132 °C, typically at a pressure of 15 to
20 pounds per square inch (psi). The length of exposure depends on the volume and nature of material being sterilized,
but it is typically 20 minutes or more, with larger volumes requiring longer exposure times to ensure sufficient heat
transfer to the materials being sterilized. The steam must directly contact the liquids or dry materials being sterilized,
so containers are left loosely closed and instruments are loosely wrapped in paper or foil. The key to autoclaving is
that the temperature must be high enough to kill endospores to achieve complete sterilization.

Because sterilization is so important to safe medical and laboratory protocols, quality control is essential. Autoclaves
may be equipped with recorders to document the pressures and temperatures achieved during each run. Additionally,
internal indicators of various types should be autoclaved along with the materials to be sterilized to ensure that
the proper sterilization temperature has been reached (Figure 13.8). One common type of indicator is the use of
heat-sensitive autoclave tape, which has white stripes that turn black when the appropriate temperature is achieved

564 Chapter 13 | Control of Microbial Growth

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5



during a successful autoclave run. This type of indicator is relatively inexpensive and can be used during every run.
However, autoclave tape provides no indication of length of exposure, so it cannot be used as an indicator of sterility.
Another type of indicator, a biological indicator spore test, uses either a strip of paper or a liquid suspension of the
endospores of Geobacillus stearothermophilus to determine whether the endospores are killed by the process. The
endospores of the obligate thermophilic bacterium G. stearothermophilus are the gold standard used for this purpose
because of their extreme heat resistance. Biological spore indicators can also be used to test the effectiveness of other
sterilization protocols, including ethylene oxide, dry heat, formaldehyde, gamma radiation, and hydrogen peroxide
plasma sterilization using either G. stearothermophilus, Bacillus atrophaeus, B. subtilis, or B. pumilus spores. In the
case of validating autoclave function, the endospores are incubated after autoclaving to ensure no viable endospores
remain. Bacterial growth subsequent to endospore germination can be monitored by biological indicator spore tests
that detect acid metabolites or fluorescence produced by enzymes derived from viable G. stearothermophilus. A third
type of autoclave indicator is the Diack tube, a glass ampule containing a temperature-sensitive pellet that melts
at the proper sterilization temperature. Spore strips or Diack tubes are used periodically to ensure the autoclave is
functioning properly.

Figure 13.8 The white strips on autoclave tape (left tube) turn dark during a successful autoclave run (right tube).
(credit: modification of work by Brian Forster)

Pasteurization

Although complete sterilization is ideal for many medical applications, it is not always practical for other applications
and may also alter the quality of the product. Boiling and autoclaving are not ideal ways to control microbial growth
in many foods because these methods may ruin the consistency and other organoleptic (sensory) qualities of the food.
Pasteurization is a form of microbial control for food that uses heat but does not render the food sterile. Traditional
pasteurization kills pathogens and reduces the number of spoilage-causing microbes while maintaining food quality.
The process of pasteurization was first developed by Louis Pasteur in the 1860s as a method for preventing the
spoilage of beer and wine. Today, pasteurization is most commonly used to kill heat-sensitive pathogens in milk and
other food products (e.g., apple juice and honey) (Figure 13.9). However, because pasteurized food products are not
sterile, they will eventually spoil.
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The methods used for milk pasteurization balance the temperature and the length of time of treatment. One method,
high-temperature short-time (HTST) pasteurization, exposes milk to a temperature of 72 °C for 15 seconds, which
lowers bacterial numbers while preserving the quality of the milk. An alternative is ultra-high-temperature (UHT)
pasteurization, in which the milk is exposed to a temperature of 138 °C for 2 or more seconds. UHT pasteurized milk
can be stored for a long time in sealed containers without being refrigerated; however, the very high temperatures
alter the proteins in the milk, causing slight changes in the taste and smell. Still, this method of pasteurization is
advantageous in regions where access to refrigeration is limited.

Figure 13.9 Two different methods of pasteurization, HTST and UHT, are commonly used to kill pathogens
associated with milk spoilage. (credit left: modification of work by Mark Hillary; credit right: modification of work by
Kerry Ceszyk)

• In an autoclave, how are temperatures above boiling achieved?

• How would the onset of spoilage compare between HTST-pasteurized and UHT-pasteurized milk?

• Why is boiling not used as a sterilization method in a clinical setting?

Refrigeration and Freezing

Just as high temperatures are effective for controlling microbial growth, exposing microbes to low temperatures can
also be an easy and effective method of microbial control, with the exception of psychrophiles, which prefer cold
temperatures (see Temperature and Microbial Growth). Refrigerators used in home kitchens or in the laboratory
maintain temperatures between 0 °C and 7 °C. This temperature range inhibits microbial metabolism, slowing the
growth of microorganisms significantly and helping preserve refrigerated products such as foods or medical supplies.
Certain types of laboratory cultures can be preserved by refrigeration for later use.

Freezing below −2 °C may stop microbial growth and even kill susceptible organisms. According to the US
Department of Agriculture (USDA), the only safe ways that frozen foods can be thawed are in the refrigerator,
immersed in cold water changed every 30 minutes, or in the microwave, keeping the food at temperatures not
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conducive for bacterial growth.[3] In addition, halted bacterial growth can restart in thawed foods, so thawed foods
should be treated like fresh perishables.

Bacterial cultures and medical specimens requiring long-term storage or transport are often frozen at ultra-low
temperatures of −70 °C or lower. These ultra-low temperatures can be achieved by storing specimens on dry ice in
an ultra-low freezer or in special liquid nitrogen tanks, which maintain temperatures lower than −196 °C (Figure
13.10).

Figure 13.10 Cultures and other medical specimens can be stored for long periods at ultra-low temperatures. (a) An
ultra-low freezer maintains temperatures at or below −70 °C. (b) Even lower temperatures can be achieved through
freezing and storage in liquid nitrogen. (credit a: modification of work by “Expert Infantry”/Flickr; credit b: modification
of work by USDA)

• Does placing food in a refrigerator kill bacteria on the food?

Pressure

Exposure to high pressure kills many microbes. In the food industry, high-pressure processing (also called
pascalization) is used to kill bacteria, yeast, molds, parasites, and viruses in foods while maintaining food quality
and extending shelf life. The application of high pressure between 100 and 800 MPa (sea level atmospheric pressure
is about 0.1 MPa) is sufficient to kill vegetative cells by protein denaturation, but endospores may survive these
pressures.[4][5]

3. US Department of Agriculture. “Freezing and Food Safety.” 2013. http://www.fsis.usda.gov/wps/portal/fsis/topics/food-safety-education/

get-answers/food-safety-fact-sheets/safe-food-handling/freezing-and-food-safety/CT_Index. Accessed June 8, 2016.

4. C. Ferstl. “High Pressure Processing: Insights on Technology and Regulatory Requirements.” Food for Thought/White Paper. Series

Volume 10. Livermore, CA: The National Food Lab; July 2013.

5. US Food and Drug Administration. “Kinetics of Microbial Inactivation for Alternative Food Processing Technologies: High Pressure

Processing.” 2000. http://www.fda.gov/Food/FoodScienceResearch/SafePracticesforFoodProcesses/ucm101456.htm. Accessed July 19,

2106.
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In clinical settings, hyperbaric oxygen therapy is sometimes used to treat infections. In this form of therapy, a patient
breathes pure oxygen at a pressure higher than normal atmospheric pressure, typically between 1 and 3 atmospheres
(atm). This is achieved by placing the patient in a hyperbaric chamber or by supplying the pressurized oxygen through
a breathing tube. Hyperbaric oxygen therapy helps increase oxygen saturation in tissues that become hypoxic due to
infection and inflammation. This increased oxygen concentration enhances the body’s immune response by increasing
the activities of neutrophils and macrophages, white blood cells that fight infections. Increased oxygen levels also
contribute to the formation of toxic free radicals that inhibit the growth of oxygen-sensitive or anaerobic bacteria like
as Clostridium perfringens, a common cause of gas gangrene. In C. perfringens infections, hyperbaric oxygen therapy
can also reduce secretion of a bacterial toxin that causes tissue destruction. Hyperbaric oxygen therapy also seems to
enhance the effectiveness of antibiotic treatments. Unfortunately, some rare risks include oxygen toxicity and effects
on delicate tissues, such as the eyes, middle ear, and lungs, which may be damaged by the increased air pressure.

High pressure processing is not commonly used for disinfection or sterilization of fomites. Although the application
of pressure and steam in an autoclave is effective for killing endospores, it is the high temperature achieved, and not
the pressure directly, that results in endospore death.

A Streak of Bad Potluck

One Monday in spring 2015, an Ohio woman began to experience blurred, double vision; difficulty swallowing;
and drooping eyelids. She was rushed to the emergency department of her local hospital. During the
examination, she began to experience abdominal cramping, nausea, paralysis, dry mouth, weakness of facial
muscles, and difficulty speaking and breathing. Based on these symptoms, the hospital’s incident command
center was activated, and Ohio public health officials were notified of a possible case of botulism. Meanwhile,
other patients with similar symptoms began showing up at other local hospitals. Because of the suspicion
of botulism, antitoxin was shipped overnight from the CDC to these medical facilities, to be administered to
the affected patients. The first patient died of respiratory failure as a result of paralysis, and about half of
the remaining victims required additional hospitalization following antitoxin administration, with at least two
requiring ventilators for breathing.

Public health officials investigated each of the cases and determined that all of the patients had attended the
same church potluck the day before. Moreover, they traced the source of the outbreak to a potato salad made
with home-canned potatoes. More than likely, the potatoes were canned using boiling water, a method that
allows endospores of Clostridium botulinum to survive. C. botulinum produces botulinum toxin, a neurotoxin
that is often deadly once ingested. According to the CDC, the Ohio case was the largest botulism outbreak in
the United States in nearly 40 years.[6]

Killing C. botulinum endospores requires a minimum temperature of 116 °C (240 °F), well above the boiling
point of water. This temperature can only be reached in a pressure canner, which is recommended for home
canning of low-acid foods such as meat, fish, poultry, and vegetables (Figure 13.11). Additionally, the CDC
recommends boiling home-canned foods for about 10 minutes before consumption. Since the botulinum toxin
is heat labile (meaning that it is denatured by heat), 10 minutes of boiling will render nonfunctional any
botulinum toxin that the food may contain.

Case in Point

6. CL McCarty et al. “Large Outbreak of Botulism Associated with a Church Potluck Meal-Ohio, 2015.” Morbidity and Mortality Weekly

Report 64, no. 29 (2015):802–803.
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Figure 13.11 (a) Clostridium botulinum is the causative agent of botulism. (b) A pressure canner is
recommended for home canning because endospores of C. botulinum can survive temperatures above the
boiling point of water. (credit a: modification of work by Centers for Disease Control and Prevention; credit b:
modification of work by National Center for Home Food Preservation)

To learn more (https://openstax.org/l/22cdccanathome) about proper home-
canning techniques, visit the CDC’s website.

Desiccation

Drying, also known as desiccation or dehydration, is a method that has been used for millennia to preserve foods
such as raisins, prunes, and jerky. It works because all cells, including microbes, require water for their metabolism
and survival. Although drying controls microbial growth, it might not kill all microbes or their endospores, which
may start to regrow when conditions are more favorable and water content is restored.

In some cases, foods are dried in the sun, relying on evaporation to achieve desiccation. Freeze-drying, or
lyophilization, is another method of dessication in which an item is rapidly frozen (“snap-frozen”) and placed
under vacuum so that water is lost by sublimation. Lyophilization combines both exposure to cold temperatures and
desiccation, making it quite effective for controlling microbial growth. In addition, lyophilization causes less damage
to an item than conventional desiccation and better preserves the item’s original qualities. Lyophilized items may
be stored at room temperature if packaged appropriately to prevent moisture acquisition. Lyophilization is used for
preservation in the food industry and is also used in the laboratory for the long-term storage and transportation of
microbial cultures.

The water content of foods and materials, called the water activity, can be lowered without physical drying by the

Link to Learning
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addition of solutes such as salts or sugars. At very high concentrations of salts or sugars, the amount of available
water in microbial cells is reduced dramatically because water will be drawn from an area of low solute concentration
(inside the cell) to an area of high solute concentration (outside the cell) (Figure 13.12). Many microorganisms
do not survive these conditions of high osmotic pressure. Honey, for example, is 80% sucrose, an environment in
which very few microorganisms are capable of growing, thereby eliminating the need for refrigeration. Salted meats
and fish, like ham and cod, respectively, were critically important foods before the age of refrigeration. Fruits were
preserved by adding sugar, making jams and jellies. However, certain microbes, such as molds and yeasts, tend to be
more tolerant of desiccation and high osmotic pressures, and, thus, may still contaminate these types of foods.

Figure 13.12 (a) The addition of a solute creates a hypertonic environment, drawing water out of cells. (b) Some
foods can be dried directly, like raisins and jerky. Other foods are dried with the addition of salt, as in the case of
salted fish, or sugar, as in the case of jam. (credit a: modification of work by “Bruce Blaus”/Wikimedia Commons;
credit raisins: modification of work by Christian Schnettelker; credit jerky: modification of work by Larry Jacobsen;
credit salted fish: modification of work by “The Photographer”/Wikimedia Commons; credit jam: modification of work
by Kim Becker)

• How does the addition of salt or sugar to food affect its water activity?

Radiation

Radiation in various forms, from high-energy radiation to sunlight, can be used to kill microbes or inhibit their
growth. Ionizing radiation includes X-rays, gamma rays, and high-energy electron beams. Ionizing radiation is
strong enough to pass into the cell, where it alters molecular structures and damages cell components. For example,
ionizing radiation introduces double-strand breaks in DNA molecules. This may directly cause DNA mutations
to occur, or mutations may be introduced when the cell attempts to repair the DNA damage. As these mutations
accumulate, they eventually lead to cell death.

Both X-rays and gamma rays easily penetrate paper and plastic and can therefore be used to sterilize many packaged
materials. In the laboratory, ionizing radiation is commonly used to sterilize materials that cannot be autoclaved, such
as plastic Petri dishes and disposable plastic inoculating loops. For clinical use, ionizing radiation is used to sterilize
gloves, intravenous tubing, and other latex and plastic items used for patient care. Ionizing radiation is also used for
the sterilization of other types of delicate, heat-sensitive materials used clinically, including tissues for transplantation,
pharmaceutical drugs, and medical equipment.

In Europe, gamma irradiation for food preservation is widely used, although it has been slow to catch on in the United
States (see the Micro Connections box on this topic). Packaged dried spices are also often gamma-irradiated.
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Because of their ability to penetrate paper, plastic, thin sheets of wood and metal, and tissue, great care must be taken
when using X-rays and gamma irradiation. These types of ionizing irradiation cannot penetrate thick layers of iron or
lead, so these metals are commonly used to protect humans who may be potentially exposed.

Another type of radiation, nonionizing radiation, is commonly used for disinfection and uses less energy than
ionizing radiation. It does not penetrate cells or packaging. Ultraviolet (UV) light is one example; it causes thymine
dimers to form between adjacent thymines within a single strand of DNA (Figure 13.13). When DNA polymerase
encounters the thymine dimer, it does not always incorporate the appropriate complementary nucleotides (two
adenines), and this leads to formation of mutations that can ultimately kill microorganisms.

UV light can be used effectively by both consumers and laboratory personnel to control microbial growth. UV
lamps are now commonly incorporated into water purification systems for use in homes. In addition, small portable
UV lights are commonly used by campers to purify water from natural environments before drinking. Germicidal
lamps are also used in surgical suites, biological safety cabinets, and transfer hoods, typically emitting UV light at a
wavelength of 260 nm. Because UV light does not penetrate surfaces and will not pass through plastics or glass, cells
must be exposed directly to the light source.

Sunlight has a very broad spectrum that includes UV and visible light. In some cases, sunlight can be effective against
certain bacteria because of both the formation of thymine dimers by UV light and by the production of reactive
oxygen products induced in low amounts by exposure to visible light.

Figure 13.13 (a) UV radiation causes the formation of thymine dimers in DNA, leading to lethal mutations in the
exposed microbes. (b) Germicidal lamps that emit UV light are commonly used in the laboratory to disinfect
equipment.

• What are two advantages of ionizing radiation as a sterilization method?

• How does the effectiveness of ionizing radiation compare with that of nonionizing radiation?

Irradiated Food: Would You Eat That?

Of all the ways to prevent food spoilage and foodborne illness, gamma irradiation may be the most

Micro Connections
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unappetizing. Although gamma irradiation is a proven method of eliminating potentially harmful microbes from
food, the public has yet to buy in. Most of their concerns, however, stem from misinformation and a poor
understanding of the basic principles of radiation.

The most common method of irradiation is to expose food to cobalt-60 or cesium-137 by passing it through a
radiation chamber on a conveyor belt. The food does not directly contact the radioactive material and does not
become radioactive itself. Thus, there is no risk for exposure to radioactive material through eating gamma-
irradiated foods. Additionally, irradiated foods are not significantly altered in terms of nutritional quality, aside
from the loss of certain vitamins, which is also exacerbated by extended storage. Alterations in taste or smell
may occur in irradiated foods with high fat content, such as fatty meats and dairy products, but this effect can
be minimized by using lower doses of radiation at colder temperatures.

In the United States, the CDC, Environmental Protection Agency (EPA), and the Food and Drug Administration
(FDA) have deemed irradiation safe and effective for various types of meats, poultry, shellfish, fresh fruits and
vegetables, eggs with shells, and spices and seasonings. Gamma irradiation of foods has also been approved
for use in many other countries, including France, the Netherlands, Portugal, Israel, Russia, China, Thailand,
Belgium, Australia, and South Africa. To help ameliorate consumer concern and assist with education efforts,
irradiated foods are now clearly labeled and marked with the international irradiation symbol, called the “radura”
(Figure 13.14). Consumer acceptance seems to be rising, as indicated by several recent studies.[7]

Figure 13.14 (a) Foods are exposed to gamma radiation by passage on a conveyor belt through a radiation
chamber. (b) Gamma-irradiated foods must be clearly labeled and display the irradiation symbol, known as
the “radura.” (credit a, b: modification of work by U.S. Department of Agriculture)

Sonication

The use of high-frequency ultrasound waves to disrupt cell structures is called sonication. Application of ultrasound
waves causes rapid changes in pressure within the intracellular liquid; this leads to cavitation, the formation of
bubbles inside the cell, which can disrupt cell structures and eventually cause the cell to lyse or collapse. Sonication is
useful in the laboratory for efficiently lysing cells to release their contents for further research; outside the laboratory,
sonication is used for cleaning surgical instruments, lenses, and a variety of other objects such as coins, tools, and
musical instruments.

Filtration

Filtration is a method of physically separating microbes from samples. Air is commonly filtered through high-
efficiency particulate air (HEPA) filters (Figure 13.15). HEPA filters have effective pore sizes of 0.3 µm, small

7. AM Johnson et al. “Consumer Acceptance of Electron-Beam Irradiated Ready-to-Eat Poultry Meats.” Food Processing Preservation, 28

no. 4 (2004):302–319.
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enough to capture bacterial cells, endospores, and many viruses, as air passes through these filters, nearly sterilizing
the air on the other side of the filter. HEPA filters have a variety of applications and are used widely in clinical
settings, in cars and airplanes, and even in the home. For example, they may be found in vacuum cleaners, heating
and air-conditioning systems, and air purifiers.

Figure 13.15 (a) HEPA filters like this one remove microbes, endospores, and viruses as air flows through them. (b)
A schematic of a HEPA filter. (credit a: modification of work by CSIRO; credit b: modification of work by
“LadyofHats”/Mariana Ruiz Villareal)

Biological Safety Cabinets

Biological safety cabinets are a good example of the use of HEPA filters. HEPA filters in biological safety cabinets
(BSCs) are used to remove particulates in the air either entering the cabinet (air intake), leaving the cabinet
(air exhaust), or treating both the intake and exhaust. Use of an air-intake HEPA filter prevents environmental
contaminants from entering the BSC, creating a clean area for handling biological materials. Use of an air-exhaust
HEPA filter prevents laboratory pathogens from contaminating the laboratory, thus maintaining a safe work area for
laboratory personnel.

There are three classes of BSCs: I, II, and III. Each class is designed to provide a different level of protection for
laboratory personnel and the environment; BSC II and III are also designed to protect the materials or devices in the
cabinet. Table 13.1 summarizes the level of safety provided by each class of BSC for each BSL.

Biological Risks and BSCs

Biological Risk
Assessed

BSC Class Protection of
Personnel

Protection of
Environment

Protection of
Product

BSL-1, BSL-2,
BSL-3

I Yes Yes No

BSL-1, BSL-2,
BSL-3

II Yes Yes Yes

BSL-4 III; II when used in suit
room with suit

Yes Yes Yes

Table 13.1

Class I BSCs protect laboratory workers and the environment from a low to moderate risk for exposure to biological
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agents used in the laboratory. Air is drawn into the cabinet and then filtered before exiting through the building’s
exhaust system. Class II BSCs use directional air flow and partial barrier systems to contain infectious agents. Class
III BSCs are designed for working with highly infectious agents like those used in BSL-4 laboratories. They are
gas tight, and materials entering or exiting the cabinet must be passed through a double-door system, allowing the
intervening space to be decontaminated between uses. All air is passed through one or two HEPA filters and an
air incineration system before being exhausted directly to the outdoors (not through the building’s exhaust system).
Personnel can manipulate materials inside the Class III cabinet by using long rubber gloves sealed to the cabinet.

This video (https://openstax.org/l/22BSCsdesvideo) shows how BSCs are
designed and explains how they protect personnel, the environment, and the
product.

Filtration in Hospitals

HEPA filters are also commonly used in hospitals and surgical suites to prevent contamination and the spread of
airborne microbes through ventilation systems. HEPA filtration systems may be designed for entire buildings or for
individual rooms. For example, burn units, operating rooms, or isolation units may require special HEPA-filtration
systems to remove opportunistic pathogens from the environment because patients in these rooms are particularly
vulnerable to infection.

Membrane Filters

Filtration can also be used to remove microbes from liquid samples using membrane filtration. Membrane filters for
liquids function similarly to HEPA filters for air. Typically, membrane filters that are used to remove bacteria have an
effective pore size of 0.2 µm, smaller than the average size of a bacterium (1 µm), but filters with smaller pore sizes
are available for more specific needs. Membrane filtration is useful for removing bacteria from various types of heat-
sensitive solutions used in the laboratory, such as antibiotic solutions and vitamin solutions. Large volumes of culture
media may also be filter sterilized rather than autoclaved to protect heat-sensitive components. Often when filtering
small volumes, syringe filters are used, but vacuum filters are typically used for filtering larger volumes (Figure
13.16).

Link to Learning
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Figure 13.16 Membrane filters come in a variety of sizes, depending on the volume of solution being filtered. (a)
Larger volumes are filtered in units like these. The solution is drawn through the filter by connecting the unit to a
vacuum. (b) Smaller volumes are often filtered using syringe filters, which are units that fit on the end of a syringe. In
this case, the solution is pushed through by depressing the syringe’s plunger. (credit a, b: modification of work by
Brian Forster)

• Would membrane filtration with a 0.2-µm filter likely remove viruses from a solution? Explain.

• Name at least two common uses of HEPA filtration in clinical or laboratory settings.

Figure 13.17 and Figure 13.18 summarize the physical methods of control discussed in this section.
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Figure 13.17
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Figure 13.18

13.3 Using Chemicals to Control Microorganisms

Learning Objectives
• Understand and compare various chemicals used to control microbial growth, including their uses, advantages

and disadvantages, chemical structure, and mode of action

In addition to physical methods of microbial control, chemicals are also used to control microbial growth. A wide
variety of chemicals can be used as disinfectants or antiseptics. When choosing which to use, it is important to
consider the type of microbe targeted; how clean the item needs to be; the disinfectant’s effect on the item’s integrity;
its safety to animals, humans, and the environment; its expense; and its ease of use. This section describes the variety
of chemicals used as disinfectants and antiseptics, including their mechanisms of action and common uses.

Phenolics

In the 1800s, scientists began experimenting with a variety of chemicals for disinfection. In the 1860s, British surgeon
Joseph Lister (1827–1912) began using carbolic acid, known as phenol, as a disinfectant for the treatment of surgical
wounds (see Foundations of Modern Cell Theory). In 1879, Lister’s work inspired the American chemist Joseph
Lawrence (1836–1909) to develop Listerine, an alcohol-based mixture of several related compounds that is still used
today as an oral antiseptic. Today, carbolic acid is no longer used as a surgical disinfectant because it is a skin irritant,
but the chemical compounds found in antiseptic mouthwashes and throat lozenges are called phenolics.

Chemically, phenol consists of a benzene ring with an –OH group, and phenolics are compounds that have this group
as part of their chemical structure (Figure 13.19). Phenolics such as thymol and eucalyptol occur naturally in plants.
Other phenolics can be derived from creosote, a component of coal tar. Phenolics tend to be stable, persistent on
surfaces, and less toxic than phenol. They inhibit microbial growth by denaturing proteins and disrupting membranes.
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Figure 13.19 Phenol and phenolic compounds have been used to control microbial growth. (a) Chemical structure of
phenol, also known as carbolic acid. (b) o-Phenylphenol, a type of phenolic, has been used as a disinfectant as well
as to control bacterial and fungal growth on harvested citrus fruits. (c) Hexachlorophene, another phenol, known as a
bisphenol (two rings), is the active ingredient in pHisoHex.

Since Lister’s time, several phenolic compounds have been used to control microbial growth. Phenolics like cresols
(methylated phenols) and o-phenylphenol were active ingredients in various formulations of Lysol since its invention
in 1889. o-Phenylphenol was also commonly used in agriculture to control bacterial and fungal growth on harvested
crops, especially citrus fruits, but its use in the United States is now far more limited. The bisphenol hexachlorophene,
a disinfectant, is the active ingredient in pHisoHex, a topical cleansing detergent widely used for handwashing
in hospital settings. pHisoHex is particularly effective against gram-positive bacteria, including those causing
staphylococcal and streptococcal skin infections. pHisoHex was formerly used for bathing infants, but this practice
has been discontinued because it has been shown that exposure to hexachlorophene can lead to neurological problems.

Triclosan is another bisphenol compound that has seen widespread application in antibacterial products over the
last several decades. Initially used in toothpastes, triclosan is now commonly used in hand soaps and is frequently
impregnated into a wide variety of other products, including cutting boards, knives, shower curtains, clothing, and
concrete, to make them antimicrobial. It is particularly effective against gram-positive bacteria on the skin, as well as
certain gram-negative bacteria and yeasts.[8]

Triclosan: Antibacterial Overkill?

Hand soaps and other cleaning products are often marketed as “antibacterial,” suggesting that they provide a
level of cleanliness superior to that of conventional soaps and cleansers. But are the antibacterial ingredients
in these products really safe and effective?

About 75% of antibacterial liquid hand soaps and 30% of bar soaps contain the chemical triclosan, a phenolic,
(Figure 13.20).[9] Triclosan blocks an enzyme in the bacterial fatty acid-biosynthesis pathway that is not found
in the comparable human pathway. Although the use of triclosan in the home increased dramatically during
the 1990s, more than 40 years of research by the FDA have turned up no conclusive evidence that washing
with triclosan-containing products provides increased health benefits compared with washing with traditional
soap. Although some studies indicate that fewer bacteria may remain on a person’s hands after washing with
triclosan-based soap, compared with traditional soap, no evidence points to any reduction in the transmission
of bacteria that cause respiratory and gastrointestinal illness. In short, soaps with triclosan may remove or kill
a few more germs but not enough to reduce the spread of disease.

Perhaps more disturbing, some clear risks associated with triclosan-based soaps have come to light. The
widespread use of triclosan has led to an increase in triclosan-resistant bacterial strains, including those
of clinical importance, such as Salmonella enterica; this resistance may render triclosan useless as an
antibacterial in the long run.[10][11] Bacteria can easily gain resistance to triclosan through a change to a single

Micro Connections

8. US Food and Drug Administration. “Triclosan: What Consumers Should Know.” 2015. http://www.fda.gov/ForConsumers/

ConsumerUpdates/ucm205999.htm. Accessed June 9, 2016.

578 Chapter 13 | Control of Microbial Growth

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5



gene encoding the targeted enzyme in the bacterial fatty acid-synthesis pathway. Other disinfectants with a
less specific mode of action are much less prone to engendering resistance because it would take much more
than a single genetic change.

Use of triclosan over the last several decades has also led to a buildup of the chemical in the environment.
Triclosan in hand soap is directly introduced into wastewater and sewage systems as a result of the
handwashing process. There, its antibacterial properties can inhibit or kill bacteria responsible for the
decomposition of sewage, causing septic systems to clog and back up. Eventually, triclosan in wastewater
finds its way into surface waters, streams, lakes, sediments, and soils, disrupting natural populations of
bacteria that carry out important environmental functions, such as inhibiting algae. Triclosan also finds its way
into the bodies of amphibians and fish, where it can act as an endocrine disruptor. Detectable levels of triclosan
have also been found in various human bodily fluids, including breast milk, plasma, and urine.[12] In fact, a
study conducted by the CDC found detectable levels of triclosan in the urine of 75% of 2,517 people tested in
2003–2004.[13] This finding is even more troubling given the evidence that triclosan may affect immune function
in humans.[14]

In December 2013, the FDA gave soap manufacturers until 2016 to prove that antibacterial soaps provide
a significant benefit over traditional soaps; if unable to do so, manufacturers will be forced to remove these
products from the market.

Figure 13.20 Triclosan is a common ingredient in antibacterial soaps despite evidence that it poses
environmental and health risks and offers no significant health benefit compared to conventional soaps.
(credit b, c: modification of work by FDA)

9. J. Stromberg. “Five Reasons Why You Should Probably Stop Using Antibacterial Soap.” Smithsonian.com January 3, 2014.

http://www.smithsonianmag.com/science-nature/five-reasons-why-you-should-probably-stop-using-antibacterial-soap-180948078/?no-ist.

Accessed June 9, 2016.

10. SP Yazdankhah et al. “Triclosan and Antimicrobial Resistance in Bacteria: An Overview.” Microbial Drug Resistance 12 no. 2
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11. L. Birošová, M. Mikulášová. “Development of Triclosan and Antibiotic Resistance in Salmonella enterica serovar Typhimurium.”

Journal of Medical Microbiology 58 no. 4 (2009):436–441.
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• Why is triclosan more like an antibiotic than a traditional disinfectant?

Heavy Metals

Some of the first chemical disinfectants and antiseptics to be used were heavy metals. Heavy metals kill microbes
by binding to proteins, thus inhibiting enzymatic activity (Figure 13.21). Heavy metals are oligodynamic, meaning
that very small concentrations show significant antimicrobial activity. Ions of heavy metals bind to sulfur-containing
amino acids strongly and bioaccumulate within cells, allowing these metals to reach high localized concentrations.
This causes proteins to denature.

Heavy metals are not selectively toxic to microbial cells. They may bioaccumulate in human or animal cells, as
well, and excessive concentrations can have toxic effects on humans. If too much silver accumulates in the body, for
example, it can result in a condition called argyria, in which the skin turns irreversibly blue-gray. One way to reduce
the potential toxicity of heavy metals is by carefully controlling the duration of exposure and concentration of the
heavy metal.

Figure 13.21 Heavy metals denature proteins, impairing cell function and, thus, giving them strong antimicrobial
properties. (a) Copper in fixtures like this door handle kills microbes that otherwise might accumulate on frequently
touched surfaces. (b) Eating utensils contain small amounts of silver to inhibit microbial growth. (c) Copper commonly
lines incubators to minimize contamination of cell cultures stored inside. (d) Antiseptic mouthwashes commonly
contain zinc chloride. (e) This patient is suffering from argyria, an irreversible condition caused by bioaccumulation of
silver in the body. (credit b: modification of work by “Shoshanah”/Flickr; credit e: modification of work by Herbert L.
Fred and Hendrik A. van Dijk)

Mercury

Mercury is an example of a heavy metal that has been used for many years to control microbial growth. It was used
for many centuries to treat syphilis. Mercury compounds like mercuric chloride are mainly bacteriostatic and have
a very broad spectrum of activity. Various forms of mercury bind to sulfur-containing amino acids within proteins,
inhibiting their functions.

In recent decades, the use of such compounds has diminished because of mercury’s toxicity. It is toxic to the central
nervous, digestive, and renal systems at high concentrations, and has negative environmental effects, including
bioaccumulation in fish. Topical antiseptics such as mercurochrome, which contains mercury in low concentrations,
and merthiolate, a tincture (a solution of mercury dissolved in alcohol) were once commonly used. However, because
of concerns about using mercury compounds, these antiseptics are no longer sold in the United States.
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Silver

Silver has long been used as an antiseptic. In ancient times, drinking water was stored in silver jugs.[15] Silvadene
cream is commonly used to treat topical wounds and is particularly helpful in preventing infection in burn wounds.
Silver nitrate drops were once routinely applied to the eyes of newborns to protect against ophthalmia neonatorum,
eye infections that can occur due to exposure to pathogens in the birth canal, but antibiotic creams are more
now commonly used. Silver is often combined with antibiotics, making the antibiotics thousands of times more
effective.[16] Silver is also commonly incorporated into catheters and bandages, rendering them antimicrobial;
however, there is evidence that heavy metals may also enhance selection for antibiotic resistance.[17]

Copper, Nickel, and Zinc

Several other heavy metals also exhibit antimicrobial activity. Copper sulfate is a common algicide used to control
algal growth in swimming pools and fish tanks. The use of metallic copper to minimize microbial growth is also
becoming more widespread. Copper linings in incubators help reduce contamination of cell cultures. The use of
copper pots for water storage in underdeveloped countries is being investigated as a way to combat diarrheal diseases.
Copper coatings are also becoming popular for frequently handled objects such as doorknobs, cabinet hardware, and
other fixtures in health-care facilities in an attempt to reduce the spread of microbes.

Nickel and zinc coatings are now being used in a similar way. Other forms of zinc, including zinc chloride and zinc
oxide, are also used commercially. Zinc chloride is quite safe for humans and is commonly found in mouthwashes,
substantially increasing their length of effectiveness. Zinc oxide is found in a variety of products, including topical
antiseptic creams such as calamine lotion, diaper ointments, baby powder, and dandruff shampoos.

• Why are many heavy metals both antimicrobial and toxic to humans?

Halogens

Other chemicals commonly used for disinfection are the halogens iodine, chlorine, and fluorine. Iodine works by
oxidizing cellular components, including sulfur-containing amino acids, nucleotides, and fatty acids, and destabilizing
the macromolecules that contain these molecules. It is often used as a topical tincture, but it may cause staining or skin
irritation. An iodophor is a compound of iodine complexed with an organic molecule, thereby increasing iodine’s
stability and, in turn, its efficacy. One common iodophor is povidone-iodine, which includes a wetting agent that
releases iodine relatively slowly. Betadine is a brand of povidone-iodine commonly used as a hand scrub by medical
personnel before surgery and for topical antisepsis of a patient’s skin before incision (Figure 13.22).

15. N. Silvestry-Rodriguez et al. “Silver as a Disinfectant.” In Reviews of Environmental Contamination and Toxicology, pp. 23-45. Edited

by GW Ware and DM Whitacre. New York: Springer, 2007.

16. B. Owens. “Silver Makes Antibiotics Thousands of Times More Effective.” Nature June 19 2013. http://www.nature.com/news/silver-

makes-antibiotics-thousands-of-times-more-effective-1.13232

17. C. Seiler, TU Berendonk. “Heavy Metal Driven Co-Selection of Antibiotic Resistance in Soil and Water Bodies Impacted by

Agriculture and Aquaculture.” Frontiers in Microbiology 3 (2012):399.
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Figure 13.22 (a) Betadine is a solution of the iodophor povidone-iodine. (b) It is commonly used as a topical
antiseptic on a patient’s skin before incision during surgery. (credit b: modification of work by Andrew Ratto)

Chlorine is another halogen commonly used for disinfection. When chlorine gas is mixed with water, it produces a
strong oxidant called hypochlorous acid, which is uncharged and enters cells easily. Chlorine gas is commonly used in
municipal drinking water and wastewater treatment plants, with the resulting hypochlorous acid producing the actual
antimicrobial effect. Those working at water treatment facilities need to take great care to minimize personal exposure
to chlorine gas. Sodium hypochlorite is the chemical component of common household bleach, and it is also used
for a wide variety of disinfecting purposes. Hypochlorite salts, including sodium and calcium hypochlorites, are used
to disinfect swimming pools. Chlorine gas, sodium hypochlorite, and calcium hypochlorite are also commonly used
disinfectants in the food processing and restaurant industries to reduce the spread of foodborne diseases. Workers in
these industries also need to take care to use these products correctly to ensure their own safety as well as the safety of
consumers. A recent joint statement published by the Food and Agriculture Organization (FAO) of the United Nations
and WHO indicated that none of the many beneficial uses of chlorine products in food processing to reduce the spread
of foodborne illness posed risks to consumers.[18]

Another class of chlorinated compounds called chloramines are widely used as disinfectants. Chloramines are
relatively stable, releasing chlorine over long periods time. Chloramines are derivatives of ammonia by substitution
of one, two, or all three hydrogen atoms with chlorine atoms (Figure 13.23).

Figure 13.23 Monochloroamine, one of the chloramines, is derived from ammonia by the replacement of one
hydrogen atom with a chlorine atom.

Chloramines and other cholorine compounds may be used for disinfection of drinking water, and chloramine tablets
are frequently used by the military for this purpose. After a natural disaster or other event that compromises the public
water supply, the CDC recommends disinfecting tap water by adding small amounts of regular household bleach.
Recent research suggests that sodium dichloroisocyanurate (NaDCC) may also be a good alternative for drinking
water disinfection. Currently, NaDCC tablets are available for general use and for use by the military, campers, or
those with emergency needs; for these uses, NaDCC is preferable to chloramine tablets. Chlorine dioxide, a gaseous
agent used for fumigation and sterilization of enclosed areas, is also commonly used for the disinfection of water.

Although chlorinated compounds are relatively effective disinfectants, they have their disadvantages. Some may
irritate the skin, nose, or eyes of some individuals, and they may not completely eliminate certain hardy organisms

18. World Health Organization. “Benefits and Risks of the Use of Chlorine-Containing Disinfectants in Food Production and Food

Processing: Report of a Joint FAO/WHO Expert Meeting.” Geneva, Switzerland: World Health Organization, 2009.
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from contaminated drinking water. The protozoan parasite Cryptosporidium, for example, has a protective outer
shell that makes it resistant to chlorinated disinfectants. Thus, boiling of drinking water in emergency situations is
recommended when possible.

The halogen fluorine is also known to have antimicrobial properties that contribute to the prevention of dental caries
(cavities).[19] Fluoride is the main active ingredient of toothpaste and is also commonly added to tap water to help
communities maintain oral health. Chemically, fluoride can become incorporated into the hydroxyapatite of tooth
enamel, making it more resistant to corrosive acids produced by the fermentation of oral microbes. Fluoride also
enhances the uptake of calcium and phosphate ions in tooth enamel, promoting remineralization. In addition to
strengthening enamel, fluoride also seems to be bacteriostatic. It accumulates in plaque-forming bacteria, interfering
with their metabolism and reducing their production of the acids that contribute to tooth decay.

• What is a benefit of a chloramine over hypochlorite for disinfecting?

Alcohols

Alcohols make up another group of chemicals commonly used as disinfectants and antiseptics. They work by rapidly
denaturing proteins, which inhibits cell metabolism, and by disrupting membranes, which leads to cell lysis. Once
denatured, the proteins may potentially refold if enough water is present in the solution. Alcohols are typically used
at concentrations of about 70% aqueous solution and, in fact, work better in aqueous solutions than 100% alcohol
solutions. This is because alcohols coagulate proteins. In higher alcohol concentrations, rapid coagulation of surface
proteins prevents effective penetration of cells. The most commonly used alcohols for disinfection are ethyl alcohol
(ethanol) and isopropyl alcohol (isopropanol, rubbing alcohol) (Figure 13.24).

Alcohols tend to be bactericidal and fungicidal, but may also be viricidal for enveloped viruses only. Although
alcohols are not sporicidal, they do inhibit the processes of sporulation and germination. Alcohols are volatile and
dry quickly, but they may also cause skin irritation because they dehydrate the skin at the site of application. One
common clinical use of alcohols is swabbing the skin for degerming before needle injection. Alcohols also are the
active ingredients in instant hand sanitizers, which have gained popularity in recent years. The alcohol in these
hand sanitizers works both by denaturing proteins and by disrupting the microbial cell membrane, but will not work
effectively in the presence of visible dirt.

Last, alcohols are used to make tinctures with other antiseptics, such as the iodine tinctures discussed previously in
this chapter. All in all, alcohols are inexpensive and quite effective for the disinfection of a broad range of vegetative
microbes. However, one disadvantage of alcohols is their high volatility, limiting their effectiveness to immediately
after application.

19. RE Marquis. “Antimicrobial Actions of Fluoride for Oral Bacteria.” Canadian Journal of Microbiology 41 no. 11 (1995):955–964.
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Figure 13.24 (a) Ethyl alcohol, the intoxicating ingredient found in alcoholic drinks, is also used commonly as a
disinfectant. (b) Isopropyl alcohol, also called rubbing alcohol, has a related molecular structure and is another
commonly used disinfectant. (credit a photo: modification of work by D Coetzee; credit b photo: modification of work
by Craig Spurrier)

• Name at least three advantages of alcohols as disinfectants.

• Describe several specific applications of alcohols used in disinfectant products.

Surfactants

Surface-active agents, or surfactants, are a group of chemical compounds that lower the surface tension of water.
Surfactants are the major ingredients in soaps and detergents. Soaps are salts of long-chain fatty acids and have both
polar and nonpolar regions, allowing them to interact with polar and nonpolar regions in other molecules (Figure
13.25). They can interact with nonpolar oils and grease to create emulsions in water, loosening and lifting away
dirt and microbes from surfaces and skin. Soaps do not kill or inhibit microbial growth and so are not considered
antiseptics or disinfectants. However, proper use of soaps mechanically carries away microorganisms, effectively
degerming a surface. Some soaps contain added bacteriostatic agents such as triclocarban or cloflucarban, compounds
structurally related to triclosan, that introduce antiseptic or disinfectant properties to the soaps.

Figure 13.25 Soaps are the salts (sodium salt in the illustration) of fatty acids and have the ability to emulsify lipids,
fats, and oils by interacting with water through their hydrophilic heads and with the lipid at their hydrophobic tails.

Soaps, however, often form films that are difficult to rinse away, especially in hard water, which contains high
concentrations of calcium and magnesium mineral salts. Detergents contain synthetic surfactant molecules with both
polar and nonpolar regions that have strong cleansing activity but are more soluble, even in hard water, and, therefore,
leave behind no soapy deposits. Anionic detergents, such as those used for laundry, have a negatively charged anion
at one end attached to a long hydrophobic chain, whereas cationic detergents have a positively charged cation instead.
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Cationic detergents include an important class of disinfectants and antiseptics called the quaternary ammonium
salts (quats), named for the characteristic quaternary nitrogen atom that confers the positive charge (Figure 13.26).
Overall, quats have properties similar to phospholipids, having hydrophilic and hydrophobic ends. As such, quats
have the ability to insert into the bacterial phospholipid bilayer and disrupt membrane integrity. The cationic
charge of quats appears to confer their antimicrobial properties, which are diminished when neutralized. Quats have
several useful properties. They are stable, nontoxic, inexpensive, colorless, odorless, and tasteless. They tend to be
bactericidal by disrupting membranes. They are also active against fungi, protozoans, and enveloped viruses, but
endospores are unaffected. In clinical settings, they may be used as antiseptics or to disinfect surfaces. Mixtures of
quats are also commonly found in household cleaners and disinfectants, including many current formulations of Lysol
brand products, which contain benzalkonium chlorides as the active ingredients. Benzalkonium chlorides, along with
the quat cetylpyrimidine chloride, are also found in products such as skin antiseptics, oral rinses, and mouthwashes.

Figure 13.26 (a) Two common quats are benzylalkonium chloride and cetylpyrimidine chloride. Note the
hydrophobic nonpolar carbon chain at one end and the nitrogen-containing cationic component at the other end. (b)
Quats are able to infiltrate the phospholipid plasma membranes of bacterial cells and disrupt their integrity, leading to
death of the cell.

• Why are soaps not considered disinfectants?

Handwashing the Right Way

Handwashing is critical for public health and should be emphasized in a clinical setting. For the general public,
the CDC recommends handwashing before, during, and after food handling; before eating; before and after
interacting with someone who is ill; before and after treating a wound; after using the toilet or changing diapers;
after coughing, sneezing, or blowing the nose; after handling garbage; and after interacting with an animal, its
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feed, or its waste. Figure 13.27 illustrates the five steps of proper handwashing recommended by the CDC.

Handwashing is even more important for health-care workers, who should wash their hands thoroughly
between every patient contact, after the removal of gloves, after contact with bodily fluids and potentially
infectious fomites, and before and after assisting a surgeon with invasive procedures. Even with the use of
proper surgical attire, including gloves, scrubbing for surgery is more involved than routine handwashing. The
goal of surgical scrubbing is to reduce the normal microbiota on the skin’s surface to prevent the introduction
of these microbes into a patient’s surgical wounds.

There is no single widely accepted protocol for surgical scrubbing. Protocols for length of time spent scrubbing
may depend on the antimicrobial used; health-care workers should always check the manufacturer’s
recommendations. According to the Association of Surgical Technologists (AST), surgical scrubs may be
performed with or without the use of brushes (Figure 13.27).

Figure 13.27 (a) The CDC recommends five steps as part of typical handwashing for the general public. (b)
Surgical scrubbing is more extensive, requiring scrubbing starting from the fingertips, extending to the hands
and forearms, and then up beyond the elbows, as shown here. (credit a: modification of work by World Health
Organization)
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To learn more (https://openstax.org/l/22CDChandwash) about proper
handwashing, visit the CDC’s website.

Bisbiguanides

Bisbiguanides were first synthesized in the 20th century and are cationic (positively charged) molecules known
for their antiseptic properties (Figure 13.28). One important bisbiguanide antiseptic is chlorhexidine. It has
broad-spectrum activity against yeasts, gram-positive bacteria, and gram-negative bacteria, with the exception of
Pseudomonas aeruginosa, which may develop resistance on repeated exposure.[20] Chlorhexidine disrupts cell
membranes and is bacteriostatic at lower concentrations or bactericidal at higher concentrations, in which it actually
causes the cells’ cytoplasmic contents to congeal. It also has activity against enveloped viruses. However,
chlorhexidine is poorly effective against Mycobacterium tuberculosis and nonenveloped viruses, and it is not
sporicidal. Chlorhexidine is typically used in the clinical setting as a surgical scrub and for other handwashing needs
for medical personnel, as well as for topical antisepsis for patients before surgery or needle injection. It is more
persistent than iodophors, providing long-lasting antimicrobial activity. Chlorhexidine solutions may also be used
as oral rinses after oral procedures or to treat gingivitis. Another bisbiguanide, alexidine, is gaining popularity as a
surgical scrub and an oral rinse because it acts faster than chlorhexidine.

Figure 13.28 The bisbiguanides chlorhexadine and alexidine are cationic antiseptic compounds commonly used as
surgical scrubs.

• What two effects does chlorhexidine have on bacterial cells?

Alkylating Agents

The alkylating agents are a group of strong disinfecting chemicals that act by replacing a hydrogen atom within
a molecule with an alkyl group (CnH2n+1), thereby inactivating enzymes and nucleic acids (Figure 13.29). The
alkylating agent formaldehyde (CH2OH) is commonly used in solution at a concentration of 37% (known as formalin)
or as a gaseous disinfectant and biocide. It is a strong, broad-spectrum disinfectant and biocide that has the ability
to kill bacteria, viruses, fungi, and endospores, leading to sterilization at low temperatures, which is sometimes a
convenient alternative to the more labor-intensive heat sterilization methods. It also cross-links proteins and has been

Link to Learning

20. L. Thomas et al. “Development of Resistance to Chlorhexidine Diacetate in Pseudomonas aeruginosa and the Effect of a ‘Residual’

Concentration.” Journal of Hospital Infection 46 no. 4 (2000):297–303.
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widely used as a chemical fixative. Because of this, it is used for the storage of tissue specimens and as an embalming
fluid. It also has been used to inactivate infectious agents in vaccine preparation. Formaldehyde is very irritating to
living tissues and is also carcinogenic; therefore, it is not used as an antiseptic.

Glutaraldehyde is structurally similar to formaldehyde but has two reactive aldehyde groups, allowing it to act more
quickly than formaldehyde. It is commonly used as a 2% solution for sterilization and is marketed under the brand
name Cidex. It is used to disinfect a variety of surfaces and surgical and medical equipment. However, similar to
formaldehyde, glutaraldehyde irritates the skin and is not used as an antiseptic.

A new type of disinfectant gaining popularity for the disinfection of medical equipment is o-phthalaldehyde (OPA),
which is found in some newer formulations of Cidex and similar products, replacing glutaraldehyde. o-
Phthalaldehyde also has two reactive aldehyde groups, but they are linked by an aromatic bridge. o-Phthalaldehyde is
thought to work similarly to glutaraldehyde and formaldehyde, but is much less irritating to skin and nasal passages,
produces a minimal odor, does not require processing before use, and is more effective against mycobacteria.

Ethylene oxide is a type of alkylating agent that is used for gaseous sterilization. It is highly penetrating and
can sterilize items within plastic bags such as catheters, disposable items in laboratories and clinical settings (like
packaged Petri dishes), and other pieces of equipment. Ethylene oxide exposure is a form of cold sterilization, making
it useful for the sterilization of heat-sensitive items. Great care needs to be taken with the use of ethylene oxide,
however; it is carcinogenic, like the other alkylating agents, and is also highly explosive. With careful use and
proper aeration of the products after treatment, ethylene oxide is highly effective, and ethylene oxide sterilizers are
commonly found in medical settings for sterilizing packaged materials.

β-Propionolactone is an alkylating agent with a different chemical structure than the others already discussed. Like
other alkylating agents, β-propionolactone binds to DNA, thereby inactivating it (Figure 13.29). It is a clear liquid
with a strong odor and has the ability to kill endospores. As such, it has been used in either liquid form or as a vapor
for the sterilization of medical instruments and tissue grafts, and it is a common component of vaccines, used to
maintain their sterility. It has also been used for the sterilization of nutrient broth, as well as blood plasma, milk, and
water. It is quickly metabolized by animals and humans to lactic acid. It is also an irritant, however, and may lead to
permanent damage of the eyes, kidneys, or liver. Additionally, it has been shown to be carcinogenic in animals; thus,
precautions are necessary to minimize human exposure to β-propionolactone.[21]

21. Institute of Medicine. “Long-Term Health Effects of Participation in Project SHAD (Shipboard Hazard and Defense).” Washington, DC:

The National Academies Press, 2007.
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Figure 13.29 (a) Alkylating agents replace hydrogen atoms with alkyl groups. Here, guanine is alkylated, resulting in
its hydrogen bonding with thymine, instead of cytosine. (b) The chemical structures of several alkylating agents.

• What chemical reaction do alkylating agents participate in?

• Why are alkylating agents not used as antiseptics?

Diehard Prions

Prions, the acellular, misfolded proteins responsible for incurable and fatal diseases such as kuru and
Creutzfeldt-Jakob disease (see Viroids, Virusoids, and Prions), are notoriously difficult to destroy. Prions
are extremely resistant to heat, chemicals, and radiation. They are also extremely infectious and deadly; thus,
handling and disposing of prion-infected items requires extensive training and extreme caution.

Typical methods of disinfection can reduce but not eliminate the infectivity of prions. Autoclaving is not
completely effective, nor are chemicals such as phenol, alcohols, formalin, and β-propiolactone. Even when
fixed in formalin, affected brain and spinal cord tissues remain infectious.

Personnel who handle contaminated specimens or equipment or work with infected patients must wear a
protective coat, face protection, and cut-resistant gloves. Any contact with skin must be immediately washed
with detergent and warm water without scrubbing. The skin should then be washed with 1 N NaOH or a
1:10 dilution of bleach for 1 minute. Contaminated waste must be incinerated or autoclaved in a strong basic
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solution, and instruments must be cleaned and soaked in a strong basic solution.

For more information on the handling of animals and prion-contaminated
materials, visit the guidelines published on the CDC (https://openstax.org/l/
22CDChandanipri) and WHO (https://openstax.org/l/22WHOhandanipri)
websites.

Peroxygens

Peroxygens are strong oxidizing agents that can be used as disinfectants or antiseptics. The most widely used
peroxygen is hydrogen peroxide (H2O2), which is often used in solution to disinfect surfaces and may also be used as
a gaseous agent. Hydrogen peroxide solutions are inexpensive skin antiseptics that break down into water and oxygen
gas, both of which are environmentally safe. This decomposition is accelerated in the presence of light, so hydrogen
peroxide solutions typically are sold in brown or opaque bottles. One disadvantage of using hydrogen peroxide as an
antiseptic is that it also causes damage to skin that may delay healing or lead to scarring. Contact lens cleaners often
include hydrogen peroxide as a disinfectant.

Hydrogen peroxide works by producing free radicals that damage cellular macromolecules. Hydrogen peroxide has
broad-spectrum activity, working against gram-positive and gram-negative bacteria (with slightly greater efficacy
against gram-positive bacteria), fungi, viruses, and endospores. However, bacteria that produce the oxygen-
detoxifying enzymes catalase or peroxidase may have inherent tolerance to low hydrogen peroxide concentrations
(Figure 13.30). To kill endospores, the length of exposure or concentration of solutions of hydrogen peroxide must
be increased. Gaseous hydrogen peroxide has greater efficacy and can be used as a sterilant for rooms or equipment.

Figure 13.30 Catalase enzymatically converts highly reactive hydrogen peroxide (H2O2) into water and oxygen.
Hydrogen peroxide can be used to clean wounds. Hydrogen peroxide is used to sterilize items such as contact
lenses. (credit photos: modification of work by Kerry Ceszyk)

Plasma, a hot, ionized gas, described as the fourth state of matter, is useful for sterilizing equipment because
it penetrates surfaces and kills vegetative cells and endospores. Hydrogen peroxide and peracetic acid, another
commonly used peroxygen, each may be introduced as a plasma. Peracetic acid can be used as a liquid or plasma
sterilant insofar as it readily kills endospores, is more effective than hydrogen peroxide even at rather low
concentrations, and is immune to inactivation by catalases and peroxidases. It also breaks down to environmentally

Link to Learning
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innocuous compounds; in this case, acetic acid and oxygen.

Other examples of peroxygens include benzoyl peroxide and carbamide peroxide. Benzoyl peroxide is a peroxygen
that used in acne medication solutions. It kills the bacterium Propionibacterium acnes, which is associated with
acne. Carbamide peroxide, an ingredient used in toothpaste, is a peroxygen that combats oral biofilms that cause
tooth discoloration and halitosis (bad breath).[22] Last, ozone gas is a peroxygen with disinfectant qualities and is
used to clean air or water supplies. Overall, peroxygens are highly effective and commonly used, with no associated
environmental hazard.

• How do peroxides kill cells?

Supercritical Fluids

Within the last 15 years, the use of supercritical fluids, especially supercritical carbon dioxide (scCO2), has gained
popularity for certain sterilizing applications. When carbon dioxide is brought to approximately 10 times atmospheric
pressure, it reaches a supercritical state that has physical properties between those of liquids and gases. Materials put
into a chamber in which carbon dioxide is pressurized in this way can be sterilized because of the ability of scCO2 to
penetrate surfaces.

Supercritical carbon dioxide works by penetrating cells and forming carbonic acid, thereby lowering the cell pH
considerably. This technique is effective against vegetative cells and is also used in combination with peracetic acid
to kill endospores. Its efficacy can also be augmented with increased temperature or by rapid cycles of pressurization
and depressurization, which more likely produce cell lysis.

Benefits of scCO2 include the nonreactive, nontoxic, and nonflammable properties of carbon dioxide, and this
protocol is effective at low temperatures. Unlike other methods, such as heat and irradiation, that can degrade the
object being sterilized, the use of scCO2 preserves the object’s integrity and is commonly used for treating foods
(including spices and juices) and medical devices such as endoscopes. It is also gaining popularity for disinfecting
tissues such as skin, bones, tendons, and ligaments prior to transplantation. scCO2 can also be used for pest control
because it can kill insect eggs and larvae within products.

• Why is the use of supercritical carbon dioxide gaining popularity for commercial and medical uses?

Chemical Food Preservatives

Chemical preservatives are used to inhibit microbial growth and minimize spoilage in some foods. Commonly used
chemical preservatives include sorbic acid, benzoic acid, and propionic acid, and their more soluble salts potassium
sorbate, sodium benzoate, and calcium propionate, all of which are used to control the growth of molds in acidic
foods. Each of these preservatives is nontoxic and readily metabolized by humans. They are also flavorless, so they
do not compromise the flavor of the foods they preserve.

Sorbic and benzoic acids exhibit increased efficacy as the pH decreases. Sorbic acid is thought to work by inhibiting
various cellular enzymes, including those in the citric acid cycle, as well as catalases and peroxidases. It is added as
a preservative in a wide variety of foods, including dairy, bread, fruit, and vegetable products. Benzoic acid is found

22. Yao, C.S. et al. “In vitro antibacterial effect of carbamide peroxide on oral biofilm.” Journal of Oral Microbiology Jun 12, 2013.

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3682087/. doi: 10.3402/jom.v5i0.20392.
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naturally in many types of fruits and berries, spices, and fermented products. It is thought to work by decreasing
intracellular pH, interfering with mechanisms such as oxidative phosphorylation and the uptake of molecules such as
amino acids into cells. Foods preserved with benzoic acid or sodium benzoate include fruit juices, jams, ice creams,
pastries, soft drinks, chewing gum, and pickles.

Propionic acid is thought to both inhibit enzymes and decrease intracellular pH, working similarly to benzoic acid.
However, propionic acid is a more effective preservative at a higher pH than either sorbic acid or benzoic acid.
Propionic acid is naturally produced by some cheeses during their ripening and is added to other types of cheese and
baked goods to prevent mold contamination. It is also added to raw dough to prevent contamination by the bacterium
Bacillus mesentericus, which causes bread to become ropy.

Other commonly used chemical preservatives include sulfur dioxide and nitrites. Sulfur dioxide prevents browning
of foods and is used for the preservation of dried fruits; it has been used in winemaking since ancient times. Sulfur
dioxide gas dissolves in water readily, forming sulfites. Although sulfites can be metabolized by the body, some
people have sulfite allergies, including asthmatic reactions. Additionally, sulfites degrade thiamine, an important
nutrient in some foods. The mode of action of sulfites is not entirely clear, but they may interfere with the disulfide
bond (see Figure 7.21) formation in proteins, inhibiting enzymatic activity. Alternatively, they may reduce the
intracellular pH of the cell, interfering with proton motive force-driven mechanisms.

Nitrites are added to processed meats to maintain color and stop the germination of Clostridium botulinum
endospores. Nitrites are reduced to nitric oxide, which reacts with heme groups and iron-sulfur groups. When nitric
oxide reacts with the heme group within the myoglobin of meats, a red product forms, giving meat its red color.
Alternatively, it is thought that when nitric acid reacts with the iron-sulfur enzyme ferredoxin within bacteria, this
electron transport-chain carrier is destroyed, preventing ATP synthesis. Nitrosamines, however, are carcinogenic and
can be produced through exposure of nitrite-preserved meats (e.g., hot dogs, lunch meat, breakfast sausage, bacon,
meat in canned soups) to heat during cooking.

Natural Chemical Food Preservatives

The discovery of natural antimicrobial substances produced by other microbes has added to the arsenal of
preservatives used in food. Nisin is an antimicrobial peptide produced by the bacterium Lactococcus lactis and is
particularly effective against gram-positive organisms. Nisin works by disrupting cell wall production, leaving cells
more prone to lysis. It is used to preserve cheeses, meats, and beverages.

Natamycin is an antifungal macrolide antibiotic produced by the bacterium Streptomyces natalensis. It was approved
by the FDA in 1982 and is used to prevent fungal growth in various types of dairy products, including cottage cheese,
sliced cheese, and shredded cheese. Natamycin is also used for meat preservation in countries outside the United
States.

• What are the advantages and drawbacks of using sulfites and nitrites as food preservatives?

Chemical Disinfectants

Chemical Mode of Action Example Uses

Phenolics
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Chemical Disinfectants

Chemical Mode of Action Example Uses

Cresols
o-Phenylphenol
Hexachlorophene
Triclosan

Denature proteins and disrupt membranes

Disinfectant in Lysol
Prevent contamination of
crops (citrus)
Antibacterial soap
pHisoHex for handwashing
in hospitals

Metals

Mercury
Silver
Copper
Nickel
Zinc

Bind to proteins and inhibit enzyme activity

Topical antiseptic
Treatment of wounds and
burns
Prevention of eye infections
in newborns
Antibacterial in catheters
and bandages
Mouthwash
Algicide for pools and fish
tanks
Containers for long-term
water storage

Halogens

Iodine
Chlorine
Fluorine

Oxidation and destabilization of cellular macromolecules

Topical antiseptic
Hand scrub for medical
personnel
Water disinfectant
Water treatment plants
Household bleach
Food processing
Prevention of dental carries

Alcohols

Ethanol
Isopropanol

Denature proteins and disrupt membranes
Disinfectant
Antiseptic

Surfactants

Quaternary
ammonium salts

Lowers surface tension of water to help with washing
away of microbes, and disruption of cell membranes

Soaps and detergent
Disinfectant
Antiseptic
Mouthwash

Bisbiguanides

Chlorhexidine
Alexidine

Disruption of cell membranes
Oral rinse
Hand scrub for medical
personnel

Alkylating Agents
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Chemical Disinfectants

Chemical Mode of Action Example Uses

Formaldehyde
Glutaraldehyde
o-Phthalaldehyde
Ethylene oxide
β-
Propionolactone

Inactivation of enzymes and nucleic acid

Disinfectant
Tissue specimen storage
Embalming
Sterilization of medical
equipment
Vaccine component for
sterility

Peroxygens

Hydrogen
peroxide
Peracetic acid
Benzoyl peroxide
Carbamide
peroxide
Ozone gas

Oxidation and destabilization of cellular macromolecules

Antiseptic
Disinfectant
Acne medication
Toothpaste ingredient

Supercritical Gases

Carbon dioxide
Penetrates cells, forms carbonic acid, lowers intracellular
pH

Food preservation
Disinfection of medical
devices
Disinfection of transplant
tissues

Chemical Food Preservatives

Sorbic acid
Benzoic acid
Propionic acid
Potassium
sorbate
Sodium benzoate
Calcium
propionate
Sulfur dioxide
Nitrites

Decrease pH and inhibit enzymatic function
Preservation of food
products

Natural Food Preservatives

Nisin
Natamycin

Inhibition of cell wall synthesis (Nisin)
Preservation of dairy
products, meats, and
beverages
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13.4 Testing the Effectiveness of Antiseptics and

Disinfectants

Learning Objectives
• Describe why the phenol coefficient is used

• Compare and contrast the disk-diffusion, use-dilution, and in-use methods for testing the effectiveness of
antiseptics, disinfectants, and sterilants

The effectiveness of various chemical disinfectants is reflected in the terms used to describe them. Chemical
disinfectants are grouped by the power of their activity, with each category reflecting the types of microbes and
viruses its component disinfectants are effective against. High-level germicides have the ability to kill vegetative
cells, fungi, viruses, and endospores, leading to sterilization, with extended use. Intermediate-level germicides, as
their name suggests, are less effective against endospores and certain viruses, and low-level germicides kill only
vegetative cells and certain enveloped viruses, and are ineffective against endospores.

However, several environmental conditions influence the potency of an antimicrobial agent and its effectiveness. For
example, length of exposure is particularly important, with longer exposure increasing efficacy. Similarly, the
concentration of the chemical agent is also important, with higher concentrations being more effective than lower
ones. Temperature, pH, and other factors can also affect the potency of a disinfecting agent.

One method to determine the effectiveness of a chemical agent includes swabbing surfaces before and after use to
confirm whether a sterile field was maintained during use. Additional tests are described in the sections that follow.
These tests allow for the maintenance of appropriate disinfection protocols in clinical settings, controlling microbial
growth to protect patients, health-care workers, and the community.

Phenol Coefficient

The effectiveness of a disinfectant or antiseptic can be determined in a number of ways. Historically, a chemical
agent’s effectiveness was often compared with that of phenol, the first chemical agent used by Joseph Lister. In 1903,
British chemists Samuel Rideal (1863–1929) and J. T. Ainslie Walker (1868–1930) established a protocol to compare
the effectiveness of a variety of chemicals with that of phenol, using as their test organisms Staphylococcus aureus
(a gram-positive bacterium) and Salmonella enterica serovar Typhi (a gram-negative bacterium). They exposed the
test bacteria to the antimicrobial chemical solutions diluted in water for 7.5 minutes. They then calculated a phenol
coefficient for each chemical for each of the two bacteria tested. A phenol coefficient of 1.0 means that the chemical
agent has about the same level of effectiveness as phenol. A chemical agent with a phenol coefficient of less than 1.0
is less effective than phenol. An example is formalin, with phenol coefficients of 0.3 (S. aureus) and 0.7 (S. enterica
serovar Typhi). A chemical agent with a phenol coefficient greater than 1.0 is more effective than phenol, such as
chloramine, with phenol coefficients of 133 and 100, respectively. Although the phenol coefficient was once a useful
measure of effectiveness, it is no longer commonly used because the conditions and organisms used were arbitrarily
chosen.

• What are the differences between the three levels of disinfectant effectiveness?

Disk-Diffusion Method

The disk-diffusion method involves applying different chemicals to separate, sterile filter paper disks (Figure
13.31). The disks are then placed on an agar plate that has been inoculated with the targeted bacterium and the
chemicals diffuse out of the disks into the agar where the bacteria have been inoculated. As the “lawn” of bacteria
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grows, zones of inhibition of microbial growth are observed as clear areas around the disks. Although there are other
factors that contribute to the sizes of zones of inhibition (e.g., whether the agent is water soluble and able to diffuse
in the agar), larger zones typically correlate to increased inhibition effectiveness of the chemical agent. The diameter
across each zone is measured in millimeters.

Figure 13.31 A disk-diffusion assay is used to determine the effectiveness of chemical agents against a particular
microbe. (a) A plate is inoculated with various antimicrobial discs. The zone of inhibition around each disc indicates
how effective that antimicrobial is against the particular species being tested. (b) On these plates, four antimicrobial
agents are tested for efficacy in killing Pseudomonas aeruginosa (left) and Staphylococcus aureus (right). These
antimicrobials are much more effective at killing S. aureus, as indicated by the size of the zones of inhibition. (credit
b: modification of work by American Society for Microbiology)

• When comparing the activities of two disinfectants against the same microbe, using the disk-diffusion assay,
and assuming both are water soluble and can easily diffuse in the agar, would a more effective disinfectant
have a larger zone of inhibition or a smaller one?

Use-Dilution Test

Other methods are also used for measuring the effectiveness of a chemical agent in clinical settings. The use-dilution
test is commonly used to determine a chemical’s disinfection effectiveness on an inanimate surface. For this test, a
cylinder of stainless steel is dipped in a culture of the targeted microorganism and then dried. The cylinder is then
dipped in solutions of disinfectant at various concentrations for a specified amount of time. Finally, the cylinder is
transferred to a new test tube containing fresh sterile medium that does not contain disinfectant, and this test tube is
incubated. Bacterial survival is demonstrated by the presence of turbidity in the medium, whereas killing of the target
organism on the cylinder by the disinfectant will produce no turbidity.

The Association of Official Agricultural Chemists International (AOAC), a nonprofit group that establishes many
protocol standards, has determined that a minimum of 59 of 60 replicates must show no growth in such a test to
achieve a passing result, and the results must be repeatable from different batches of disinfectant and when performed
on different days. Disinfectant manufacturers perform use-dilution tests to validate the efficacy claims for their
products, as designated by the EPA.
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• Is the use-dilution test performed in a clinical setting? Why?

In-Use Test

An in-use test can determine whether an actively used solution of disinfectant in a clinical setting is microbially
contaminated (Figure 13.32). A 1-mL sample of the used disinfectant is diluted into 9 mL of sterile broth medium
that also contains a compound to inactivate the disinfectant. Ten drops, totaling approximately 0.2 mL of this mixture,
are then inoculated onto each of two agar plates. One plate is incubated at 37 °C for 3 days and the other is incubated
at room temperature for 7 days. The plates are monitored for growth of microbial colonies. Growth of five or
more colonies on either plate suggests that viable microbial cells existed in the disinfectant solution and that it is
contaminated. Such in-use tests monitor the effectiveness of disinfectants in the clinical setting.

Figure 13.32 Used disinfectant solutions in a clinical setting can be checked with the in-use test for contamination
with microbes.

• What does a positive in-use test indicate?

Resolution

Despite antibiotic treatment, Roberta’s symptoms worsened. She developed pyelonephritis, a severe kidney

Clinical Focus
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infection, and was rehospitalized in the intensive care unit (ICU). Her condition continued to deteriorate, and
she developed symptoms of septic shock. At this point, her physician ordered a culture from her urine to
determine the exact cause of her infection, as well as a drug sensitivity test to determine what antibiotics
would be effective against the causative bacterium. The results of this test indicated resistance to a wide
range of antibiotics, including the carbapenems, a class of antibiotics that are used as the last resort for
many types of bacterial infections. This was an alarming outcome, suggesting that Roberta’s infection was
caused by a so-called superbug: a bacterial strain that has developed resistance to the majority of commonly
used antibiotics. In this case, the causative agent belonged to the carbapenem-resistant Enterobacteriaceae
(CRE), a drug-resistant family of bacteria normally found in the digestive system (Figure 13.33). When CRE is
introduced to other body systems, as might occur through improperly cleaned surgical instruments, catheters,
or endoscopes, aggressive infections can occur.

CRE infections are notoriously difficult to treat, with a 40%–50% fatality rate. To treat her kidney infection and
septic shock, Roberta was treated with dialysis, intravenous fluids, and medications to maintain blood pressure
and prevent blood clotting. She was also started on aggressive treatment with intravenous administration of a
new drug called tigecycline, which has been successful in treating infections caused by drug-resistant bacteria.

After several weeks in the ICU, Roberta recovered from her CRE infection. However, public health officials
soon noticed that Roberta’s case was not isolated. Several patients who underwent similar procedures at the
same hospital also developed CRE infections, some dying as a result. Ultimately, the source of the infection
was traced to the duodenoscopes used in the procedures. Despite the hospital staff meticulously following
manufacturer protocols for disinfection, bacteria, including CRE, remained within the instruments and were
introduced to patients during procedures.

Figure 13.33 CRE is an extremely drug-resistant strain of bacteria that is typically associated with
nosocomial infections. (credit: Centers for Disease Control and Prevention)

Go back to the previous Clinical Focus box.
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Who Is Responsible?

Carbapenem-resistant Enterobacteriaceae infections due to contaminated endoscopes have become a high-
profile problem in recent years. Several CRE outbreaks have been traced to endoscopes, including a case
at Ronald Reagan UCLA Medical Center in early 2015 in which 179 patients may have been exposed to a
contaminated endoscope. Seven of the patients developed infections, and two later died. Several lawsuits
have been filed against Olympus, the manufacturer of the endoscopes. Some claim that Olympus did not
obtain FDA approval for design changes that may have led to contamination, and others claim that the
manufacturer knowingly withheld information from hospitals concerning defects in the endoscopes.

Lawsuits like these raise difficult-to-answer questions about liability. Invasive procedures are inherently risky,
but negative outcomes can be minimized by strict adherence to established protocols. Who is responsible,
however, when negative outcomes occur due to flawed protocols or faulty equipment? Can hospitals or health-
care workers be held liable if they have strictly followed a flawed procedure? Should manufacturers be held
liable—and perhaps be driven out of business—if their lifesaving equipment fails or is found defective? What is
the government’s role in ensuring that use and maintenance of medical equipment and protocols are fail-safe?

Protocols for cleaning or sterilizing medical equipment are often developed by government agencies like the
FDA, and other groups, like the AOAC, a nonprofit scientific organization that establishes many protocols for
standard use globally. These procedures and protocols are then adopted by medical device and equipment
manufacturers. Ultimately, the end-users (hospitals and their staff) are responsible for following these
procedures and can be held liable if a breach occurs and patients become ill from improperly cleaned
equipment.

Unfortunately, protocols are not infallible, and sometimes it takes negative outcomes to reveal their flaws.
In 2008, the FDA had approved a disinfection protocol for endoscopes, using glutaraldehyde (at a lower
concentration when mixed with phenol), o-phthalaldehyde, hydrogen peroxide, peracetic acid, and a mix of
hydrogen peroxide with peracetic acid. However, subsequent CRE outbreaks from endoscope use showed
that this protocol alone was inadequate.

As a result of CRE outbreaks, hospitals, manufacturers, and the FDA are investigating solutions. Many
hospitals are instituting more rigorous cleaning procedures than those mandated by the FDA. Manufacturers
are looking for ways to redesign duodenoscopes to minimize hard-to-reach crevices where bacteria can
escape disinfectants, and the FDA is updating its protocols. In February 2015, the FDA added new
recommendations for careful hand cleaning of the duodenoscope elevator mechanism (the location where
microbes are most likely to escape disinfection), and issued more careful documentation about quality control
of disinfection protocols (Figure 13.34).

There is no guarantee that new procedures, protocols, or equipment will completely eliminate the risk
for infection associated with endoscopes. Yet these devices are used successfully in 500,000–650,000
procedures annually in the United States, many of them lifesaving. At what point do the risks outweigh the
benefits of these devices, and who should be held responsible when negative outcomes occur?

Eye on Ethics
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Figure 13.34 The elevator mechanism in a duodenoscope contains crevices that are difficult to disinfect.
Pathogens that survive disinfection protocols can be passed from one patient to another, causing serious
infections. (credit “photos”: modification of work by Centers for Disease Control and Prevention)

Summary

13.1 Controlling Microbial Growth
• Inanimate items that may harbor microbes and aid in their transmission are called fomites. The level of

cleanliness required for a fomite depends both on the item’s use and the infectious agent with which the item
may be contaminated.

• The CDC and the NIH have established four biological safety levels (BSLs) for laboratories performing
research on infectious agents. Each level is designed to protect laboratory personnel and the community. These
BSLs are determined by the agent’s infectivity, ease of transmission, and potential disease severity, as well as
the type of work being performed with the agent.

• Disinfection removes potential pathogens from a fomite, whereas antisepsis uses antimicrobial chemicals
safe enough for tissues; in both cases, microbial load is reduced, but microbes may remain unless the chemical
used is strong enough to be a sterilant.

• The amount of cleanliness (sterilization versus high-level disinfection versus general cleanliness) required for
items used clinically depends on whether the item will come into contact with sterile tissues (critical item),
mucous membranes (semicritical item), or intact skin (noncritical item).

• Medical procedures with a risk for contamination should be carried out in a sterile field maintained by proper
aseptic technique to prevent sepsis.

• Sterilization is necessary for some medical applications as well as in the food industry, where endospores of
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Clostridium botulinum are killed through commercial sterilization protocols.

• Physical or chemical methods to control microbial growth that result in death of the microbe are indicated by
the suffixes -cide or -cidal (e.g., as with bactericides, viricides, and fungicides), whereas those that inhibit
microbial growth are indicated by the suffixes -stat or-static (e.g., bacteriostatic, fungistatic).

• Microbial death curves display the logarithmic decline of living microbes exposed to a method of microbial
control. The time it takes for a protocol to yield a 1-log (90%) reduction in the microbial population is the
decimal reduction time, or D-value.

• When choosing a microbial control protocol, factors to consider include the length of exposure time, the type
of microbe targeted, its susceptibility to the protocol, the intensity of the treatment, the presence of organics
that may interfere with the protocol, and the environmental conditions that may alter the effectiveness of the
protocol.

13.2 Using Physical Methods to Control Microorganisms
• Heat is a widely used and highly effective method for controlling microbial growth.

• Dry-heat sterilization protocols are used commonly in aseptic techniques in the laboratory. However, moist-
heat sterilization is typically the more effective protocol because it penetrates cells better than dry heat does.

• Pasteurization is used to kill pathogens and reduce the number of microbes that cause food spoilage. High-
temperature, short-time pasteurization is commonly used to pasteurize milk that will be refrigerated; ultra-
high temperature pasteurization can be used to pasteurize milk for long-term storage without refrigeration.

• Refrigeration slows microbial growth; freezing stops growth, killing some organisms. Laboratory and medical
specimens may be frozen on dry ice or at ultra-low temperatures for storage and transport.

• High-pressure processing can be used to kill microbes in food. Hyperbaric oxygen therapy to increase oxygen
saturation has also been used to treat certain infections.

• Desiccation has long been used to preserve foods and is accelerated through the addition of salt or sugar,
which decrease water activity in foods.

• Lyophilization combines cold exposure and desiccation for the long-term storage of foods and laboratory
materials, but microbes remain and can be rehydrated.

• Ionizing radiation, including gamma irradiation, is an effective way to sterilize heat-sensitive and packaged
materials. Nonionizing radiation, like ultraviolet light, is unable to penetrate surfaces but is useful for surface
sterilization.

• HEPA filtration is commonly used in hospital ventilation systems and biological safety cabinets in
laboratories to prevent transmission of airborne microbes. Membrane filtration is commonly used to remove
bacteria from heat-sensitive solutions.

13.3 Using Chemicals to Control Microorganisms
• Heavy metals, including mercury, silver, copper, and zinc, have long been used for disinfection and

preservation, although some have toxicity and environmental risks associated with them.

• Halogens, including chlorine, fluorine, and iodine, are also commonly used for disinfection. Chlorine
compounds, including sodium hypochlorite, chloramines, and chlorine dioxide, are commonly used for
water disinfection. Iodine, in both tincture and iodophor forms, is an effective antiseptic.

• Alcohols, including ethyl alcohol and isopropyl alcohol, are commonly used antiseptics that act by denaturing
proteins and disrupting membranes.

• Phenolics are stable, long-acting disinfectants that denature proteins and disrupt membranes. They are
commonly found in household cleaners, mouthwashes, and hospital disinfectants, and are also used to
preserve harvested crops.

• The phenolic compound triclosan, found in antibacterial soaps, plastics, and textiles is technically an
antibiotic because of its specific mode of action of inhibiting bacterial fatty-acid synthesis..

• Surfactants, including soaps and detergents, lower the surface tension of water to create emulsions that
mechanically carry away microbes. Soaps are long-chain fatty acids, whereas detergents are synthetic
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surfactants.

• Quaternary ammonium compounds (quats) are cationic detergents that disrupt membranes. They are used
in household cleaners, skin disinfectants, oral rinses, and mouthwashes.

• Bisbiguanides disrupt cell membranes, causing cell contents to gel. Chlorhexidine and alexidine are
commonly used for surgical scrubs, for handwashing in clinical settings, and in prescription oral rinses.

• Alkylating agents effectively sterilize materials at low temperatures but are carcinogenic and may also
irritate tissue. Glutaraldehyde and o-phthalaldehyde are used as hospital disinfectants but not as antiseptics.
Formaldehyde is used for the storage of tissue specimens, as an embalming fluid, and in vaccine preparation
to inactivate infectious agents. Ethylene oxide is a gas sterilant that can permeate heat-sensitive packaged
materials, but it is also explosive and carcinogenic.

• Peroxygens, including hydrogen peroxide, peracetic acid, benzoyl peroxide, and ozone gas, are strong
oxidizing agents that produce free radicals in cells, damaging their macromolecules. They are environmentally
safe and are highly effective disinfectants and antiseptics.

• Pressurized carbon dioxide in the form of a supercritical fluid easily permeates packaged materials and
cells, forming carbonic acid and lowering intracellular pH. Supercritical carbon dioxide is nonreactive,
nontoxic, nonflammable, and effective at low temperatures for sterilization of medical devices, implants, and
transplanted tissues.

• Chemical preservatives are added to a variety of foods. Sorbic acid, benzoic acid, propionic acid, and their
more soluble salts inhibit enzymes or reduce intracellular pH.

• Sulfites are used in winemaking and food processing to prevent browning of foods.

• Nitrites are used to preserve meats and maintain color, but cooking nitrite-preserved meats may produce
carcinogenic nitrosamines.

• Nisin and natamycin are naturally produced preservatives used in cheeses and meats. Nisin is effective
against gram-positive bacteria and natamycin against fungi.

13.4 Testing the Effectiveness of Antiseptics and Disinfectants
• Chemical disinfectants are grouped by the types of microbes and infectious agents they are effective against.

High-level germicides kill vegetative cells, fungi, viruses, and endospores, and can ultimately lead to
sterilization. Intermediate-level germicides cannot kill all viruses and are less effective against endospores.
Low-level germicides kill vegetative cells and some enveloped viruses, but are ineffective against
endospores.

• The effectiveness of a disinfectant is influenced by several factors, including length of exposure, concentration
of disinfectant, temperature, and pH.

• Historically, the effectiveness of a chemical disinfectant was compared with that of phenol at killing
Staphylococcus aureus and Salmonella enterica serovar Typhi, and a phenol coefficient was calculated.

• The disk-diffusion method is used to test the effectiveness of a chemical disinfectant against a particular
microbe.

• The use-dilution test determines the effectiveness of a disinfectant on a surface. In-use tests can determine
whether disinfectant solutions are being used correctly in clinical settings.
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Multiple Choice

1. Which of the following types of medical items
requires sterilization?

a. needles
b. bed linens
c. respiratory masks
d. blood pressure cuffs

2. Which of the following is suitable for use on tissues
for microbial control to prevent infection?

a. disinfectant
b. antiseptic
c. sterilant
d. water

3. Which biosafety level is appropriate for research
with microbes or infectious agents that pose moderate
risk to laboratory workers and the community, and are
typically indigenous?

a. BSL-1
b. BSL-2
c. BSL-3
d. BSL-4

4. Which of the following best describes a microbial
control protocol that inhibits the growth of molds and
yeast?

a. bacteriostatic
b. fungicidal
c. bactericidal
d. fungistatic

5. The decimal reduction time refers to the amount of
time it takes to which of the following?

a. reduce a microbial population by 10%
b. reduce a microbial population by 0.1%
c. reduce a microbial population by 90%
d. completely eliminate a microbial population

6. Which of the following methods brings about cell
lysis due to cavitation induced by rapid localized
pressure changes?

a. microwaving
b. gamma irradiation
c. ultraviolet radiation
d. sonication

7. Which of the following terms is used to describe the
time required to kill all of the microbes within a sample
at a given temperature?

a. D-value
b. thermal death point
c. thermal death time
d. decimal reduction time

8. Which of the following microbial control methods
does not actually kill microbes or inhibit their growth
but instead removes them physically from samples?

a. filtration
b. desiccation
c. lyophilization
d. nonionizing radiation

9. Which of the following refers to a disinfecting
chemical dissolved in alcohol?

a. iodophor
b. tincture
c. phenolic
d. peroxygen

10. Which of the following peroxygens is widely used
as a household disinfectant, is inexpensive, and breaks
down into water and oxygen gas?

a. hydrogen peroxide
b. peracetic acid
c. benzoyl peroxide
d. ozone

11. Which of the following chemical food preservatives
is used in the wine industry but may cause asthmatic
reactions in some individuals?

a. nitrites
b. sulfites
c. propionic acid
d. benzoic acid

12. Bleach is an example of which group of chemicals
used for disinfection?

a. heavy metals
b. halogens
c. quats
d. bisbiguanides

Review Questions
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13. Which chemical disinfectant works by methylating
enzymes and nucleic acids and is known for being toxic
and carcinogenic?

a. sorbic acid
b. triclosan
c. formaldehyde
d. hexaclorophene

14. Which type of test is used to determine whether
disinfectant solutions actively used in a clinical setting
are being used correctly?

a. disk-diffusion assay
b. phenol coefficient test
c. in-use test
d. use-dilution test

15. The effectiveness of chemical disinfectants has
historically been compared to that of which of the
following?

a. phenol
b. ethyl alcohol
c. bleach
d. formaldehyde

16. Which of the following refers to a germicide that
can kill vegetative cells and certain enveloped viruses
but not endospores?

a. high-level germicide
b. intermediate-level germicide
c. low-level germicide
d. sterilant

True/False

17. Sanitization leaves an object free of microbes.

18. Ionizing radiation can penetrate surfaces, but nonionizing radiation cannot.

19. Moist-heat sterilization protocols require the use of higher temperatures for longer periods of time than do dry-
heat sterilization protocols do.

20. Soaps are classified as disinfectants.

21. Mercury-based compounds have fallen out of favor for use as preservatives and antiseptics.

Fill in the Blank

22. A medical item that comes into contact with intact skin and does not penetrate sterile tissues or come into contact
with mucous membranes is called a(n) ________ item.

23. The goal of ________ ________ protocols is to rid canned produce of Clostridium botulinum endospores.

24. In an autoclave, the application of pressure to ________ is increased to allow the steam to achieve temperatures
above the boiling point of water.
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25. Doorknobs and other surfaces in clinical settings are often coated with ________, ________, or ________ to
prevent the transmission of microbes.

26. If a chemical disinfectant is more effective than phenol, then its phenol coefficient would be ________ than 1.0.

27. If used for extended periods of time, ________ germicides may lead to sterility.

28. In the disk-diffusion assay, a large zone of inhibition around a disk to which a chemical disinfectant has been
applied indicates ________ of the test microbe to the chemical disinfectant.

Short Answer

29. What are some characteristics of microbes and infectious agents that would require handling in a BSL-3
laboratory?

30. What is the purpose of degerming? Does it completely eliminate microbes?

31. What are some factors that alter the effectiveness of a disinfectant?

32. What is the advantage of HTST pasteurization compared with sterilization? What is an advantage of UHT
treatment?

33. How does the addition of salt or sugar help preserve food?

34. Which is more effective at killing microbes: autoclaving or freezing? Explain.

35. Which solution of ethyl alcohol is more effective at inhibiting microbial growth: a 70% solution or a 100%
solution? Why?

36. When might a gas treatment be used to control microbial growth instead of autoclaving? What are some
examples?

37. What is the advantage of using an iodophor rather than iodine or an iodine tincture?

38. Why were chemical disinfectants once commonly compared with phenol?

39. Why is length of exposure to a chemical disinfectant important for its activity?

Critical Thinking

40. When plotting microbial death curves, how might they look different for bactericidal versus bacteriostatic
treatments?

41. What are the benefits of cleaning something to a level of cleanliness beyond what is required? What are some
possible disadvantages of doing so?

42. In 2001, endospores of Bacillus anthracis, the causative agent of anthrax, were sent to government officials and
news agencies via the mail. In response, the US Postal Service began to irradiate mail with UV light. Was this an
effective strategy? Why or why not?

43. Looking at Figure 13.29 and reviewing the functional groups in Figure 7.6, which alkylating agent shown
lacks an aldehyde group?

44. Do you think naturally produced antimicrobial products like nisin and natamycin should replace sorbic acid for
food preservation? Why or why not?

45. Why is the use of skin disinfecting compounds required for surgical scrubbing and not for everyday
handwashing?

46. What are some advantages of use-dilution and in-use tests compared with the disk-diffusion assay?
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Chapter 14

Antimicrobial Drugs

Figure 14.1 First mass produced in the 1940s, penicillin was instrumental in saving millions of lives during World
War II and was considered a wonder drug.[1] Today, overprescription of antibiotics (especially for childhood illnesses)
has contributed to the evolution of drug-resistant pathogens. (credit left: modification of work by Chemical Heritage
Foundation; credit right: modification of work by U.S. Department of Defense)

Chapter Outline

14.1 History of Chemotherapy and Antimicrobial Discovery

14.2 Fundamentals of Antimicrobial Chemotherapy

14.3 Mechanisms of Antibacterial Drugs

14.4 Mechanisms of Other Antimicrobial Drugs

14.5 Drug Resistance

14.6 Testing the Effectiveness of Antimicrobials

14.7 Current Strategies for Antimicrobial Discovery

Introduction
In nature, some microbes produce substances that inhibit or kill other microbes that might otherwise compete for the
same resources. Humans have successfully exploited these abilities, using microbes to mass-produce substances that
can be used as antimicrobial drugs. Since their discovery, antimicrobial drugs have saved countless lives, and they
remain an essential tool for treating and controlling infectious disease. But their widespread and often unnecessary
use has had an unintended side effect: the rise of multidrug-resistant microbial strains. In this chapter, we will discuss
how antimicrobial drugs work, why microbes develop resistance, and what health professionals can do to encourage
responsible use of antimicrobials.

14.1 History of Chemotherapy and Antimicrobial

1. “Treatment of War Wounds: A Historical Review.” Clinical Orthopaedics and Related Research 467 no. 8 (2009):2168–2191.
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Discovery

Learning Objectives
• Compare and contrast natural, semisynthetic, and synthetic antimicrobial drugs

• Describe the chemotherapeutic approaches of ancient societies

• Describe the historically important individuals and events that led to the development of antimicrobial drugs

Most people associate the term chemotherapy with treatments for cancer. However, chemotherapy is actually a
broader term that refers to any use of chemicals or drugs to treat disease. Chemotherapy may involve drugs that target
cancerous cells or tissues, or it may involve antimicrobial drugs that target infectious microorganisms. Antimicrobial
drugs typically work by destroying or interfering with microbial structures and enzymes, either killing microbial cells
or inhibiting of their growth. But before we examine how these drugs work, we will briefly explore the history of
humans’ use of antimicrobials for the purpose of chemotherapy.

Use of Antimicrobials in Ancient Societies

Although the discovery of antimicrobials and their subsequent widespread use is commonly associated with modern
medicine, there is evidence that humans have been exposed to antimicrobial compounds for millennia. Chemical
analyses of the skeletal remains of people from Nubia[2] (now found in present-day Sudan) dating from between
350 and 550 AD have shown residue of the antimicrobial agent tetracycline in high enough quantities to suggest the
purposeful fermentation of tetracycline-producing Streptomyces during the beer-making process. The resulting beer,
which was thick and gruel-like, was used to treat a variety of ailments in both adults and children, including gum
disease and wounds. The antimicrobial properties of certain plants may also have been recognized by various cultures
around the world, including Indian and Chinese herbalists (Figure 14.2) who have long used plants for a wide
variety of medical purposes. Healers of many cultures understood the antimicrobial properties of fungi and their use
of moldy bread or other mold-containing products to treat wounds has been well documented for centuries.[3] Today,

Part 1

Marisa, a 52-year-old woman, was suffering from severe abdominal pain, swollen lymph nodes, fatigue,
and a fever. She had just returned home from visiting extended family in her native country of Cambodia.
While abroad, she received medical care in neighboring Vietnam for a compressed spinal cord. She still had
discomfort when leaving Cambodia, but the pain increased as her trip home continued and her husband drove
her straight from the airport to the emergency room.

Her doctor considers whether Marisa could be suffering from appendicitis, a urinary tract infection (UTI), or
pelvic inflammatory disease (PID). However, each of those conditions is typically preceded or accompanied by
additional symptoms. He considers the treatment she received in Vietnam for her compressed spinal cord, but
abdominal pain is not usually associated with spinal cord compression. He examines her health history further.

• What type of infection or other condition may be responsible?

• What type of lab tests might the doctor order?

Jump to the next Clinical Focus box.

Clinical Focus

2. M.L. Nelson et al. “Brief Communication: Mass Spectroscopic Characterization of Tetracycline in the Skeletal Remains of an Ancient

Population from Sudanese Nubia 350–550 CE.” American Journal of Physical Anthropology 143 no. 1 (2010):151–154.

3. M. Wainwright. “Moulds in Ancient and More Recent Medicine.” Mycologist 3 no. 1 (1989):21–23.
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while about 80% of the world’s population still relies on plant-derived medicines,[4] scientists are now discovering
the active compounds conferring the medicinal benefits contained in many of these traditionally used plants.

Figure 14.2 For millennia, Chinese herbalists have used many different species of plants for the treatment of a wide
variety of human ailments.

• Give examples of how antimicrobials were used in ancient societies.

The First Antimicrobial Drugs

Societies relied on traditional medicine for thousands of years; however, the first half of the 20th century brought
an era of strategic drug discovery. In the early 1900s, the German physician and scientist Paul Ehrlich (1854–1915)
set out to discover or synthesize chemical compounds capable of killing infectious microbes without harming
the patient. In 1909, after screening more than 600 arsenic-containing compounds, Ehrlich’s assistant Sahachiro
Hata (1873–1938) found one such “magic bullet.” Compound 606 targeted the bacterium Treponema pallidum, the
causative agent of syphilis. Compound 606 was found to successfully cure syphilis in rabbits and soon after was
marketed under the name Salvarsan as a remedy for the disease in humans (Figure 14.3). Ehrlich’s innovative
approach of systematically screening a wide variety of compounds remains a common strategy for the discovery of
new antimicrobial agents even today.

4. S. Verma, S.P. Singh. “Current and Future Status of Herbal Medicines.” Veterinary World 1 no. 11 (2008):347–350.
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Figure 14.3 Paul Ehrlich was influential in the discovery of Compound 606, an antimicrobial agent that proved to be
an effective treatment for syphilis.

A few decades later, German scientists Josef Klarer, Fritz Mietzsch, and Gerhard Domagk discovered the antibacterial
activity of a synthetic dye, prontosil, that could treat streptococcal and staphylococcal infections in mice. Domagk’s
own daughter was one of the first human recipients of the drug, which completely cured her of a severe streptococcal
infection that had resulted from a poke with an embroidery needle. Gerhard Domagk (1895–1964) was awarded
the Nobel Prize in Medicine in 1939 for his work with prontosil and sulfanilamide, the active breakdown product
of prontosil in the body. Sulfanilamide, the first synthetic antimicrobial created, served as the foundation for the
chemical development of a family of sulfa drugs. A synthetic antimicrobial is a drug that is developed from a
chemical not found in nature. The success of the sulfa drugs led to the discovery and production of additional
important classes of synthetic antimicrobials, including the quinolines and oxazolidinones.

A few years before the discovery of prontosil, scientist Alexander Fleming (1881–1955) made his own accidental
discovery that turned out to be monumental. In 1928, Fleming returned from holiday and examined some old plates
of staphylococci in his research laboratory at St. Mary’s Hospital in London. He observed that contaminating mold
growth (subsequently identified as a strain of Penicillium notatum) inhibited staphylococcal growth on one plate.
Fleming, therefore, is credited with the discovery of penicillin, the first natural antibiotic, (Figure 14.4). Further
experimentation showed that penicillin from the mold was antibacterial against streptococci, meningococci, and
Corynebacterium diphtheriae, the causative agent of diphtheria.

Fleming and his colleagues were credited with discovering and identifying penicillin, but its isolation and mass
production were accomplished by a team of researchers at Oxford University under the direction of Howard Florey
(1898–1968) and Ernst Chain (1906–1979) (Figure 14.4). In 1940, the research team purified penicillin and reported
its success as an antimicrobial agent against streptococcal infections in mice. Their subsequent work with human
subjects also showed penicillin to be very effective. Because of their important work, Fleming, Florey, and Chain
were awarded the Nobel Prize in Physiology and Medicine in 1945.

In the early 1940s, scientist Dorothy Hodgkin (1910–1994), who studied crystallography at Oxford University, used
X-rays to analyze the structure of a variety of natural products. In 1946, she determined the structure of penicillin,
for which she was awarded the Nobel Prize in Chemistry in 1964. Once the structure was understood, scientists could
modify it to produce a variety of semisynthetic penicillins. A semisynthetic antimicrobial is a chemically modified
derivative of a natural antibiotic. The chemical modifications are generally designed to increase the range of bacteria

610 Chapter 14 | Antimicrobial Drugs

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5



targeted, increase stability, decrease toxicity, or confer other properties beneficial for treating infections.

Penicillin is only one example of a natural antibiotic. Also in the 1940s, Selman Waksman (1888–1973) (Figure
14.5), a prominent soil microbiologist at Rutgers University, led a research team that discovered several
antimicrobials, including actinomycin, streptomycin, and neomycin. The discoveries of these antimicrobials stemmed
from Waksman’s study of fungi and the Actinobacteria, including soil bacteria in the genus Streptomyces, known for
their natural production of a wide variety of antimicrobials. His work earned him the Nobel Prize in Physiology and
Medicine in 1952. The actinomycetes are the source of more than half of all natural antibiotics[5] and continue to serve
as an excellent reservoir for the discovery of novel antimicrobial agents. Some researchers argue that we have not yet
come close to tapping the full antimicrobial potential of this group.[6]

Figure 14.4 (a) Alexander Fleming was the first to discover a naturally produced antimicrobial, penicillin, in 1928. (b)
Howard Florey and Ernst Chain discovered how to scale up penicillin production. Then they figured out how to purify
it and showed its efficacy as an antimicrobial in animal and human trials in the early 1940s.

5. J. Berdy. “Bioactive Microbial Metabolites.” The Journal of Antibiotics 58 no. 1 (2005):1–26.

6. M. Baltz. “Antimicrobials from Actinomycetes: Back to the Future.” Microbe 2 no. 3 (2007):125–131.
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Figure 14.5 Selman Waksman was the first to show the vast antimicrobial production capabilities of a group of soil
bacteria, the actinomycetes.

• Why is the soil a reservoir for antimicrobial resistance genes?

14.2 Fundamentals of Antimicrobial Chemotherapy

Learning Objectives
• Contrast bacteriostatic versus bactericidal antibacterial activities

• Contrast broad-spectrum drugs versus narrow-spectrum drugs

• Explain the significance of superinfections

• Discuss the significance of dosage and the route of administration of a drug

• Identify factors and variables that can influence the side effects of a drug

• Describe the significance of positive and negative interactions between drugs

Several factors are important in choosing the most appropriate antimicrobial drug therapy, including bacteriostatic
versus bactericidal mechanisms, spectrum of activity, dosage and route of administration, the potential for side
effects, and the potential interactions between drugs. The following discussion will focus primarily on antibacterial
drugs, but the concepts translate to other antimicrobial classes.

Bacteriostatic Versus Bactericidal

Antibacterial drugs can be either bacteriostatic or bactericidal in their interactions with target bacteria. Bacteriostatic
drugs cause a reversible inhibition of growth, with bacterial growth restarting after elimination of the drug. By
contrast, bactericidal drugs kill their target bacteria. The decision of whether to use a bacteriostatic or bactericidal
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drugs depends on the type of infection and the immune status of the patient. In a patient with strong immune
defenses, bacteriostatic and bactericidal drugs can be effective in achieving clinical cure. However, when a patient
is immunocompromised, a bactericidal drug is essential for the successful treatment of infections. Regardless of the
immune status of the patient, life-threatening infections such as acute endocarditis require the use of a bactericidal
drug.

Spectrum of Activity

The spectrum of activity of an antibacterial drug relates to diversity of targeted bacteria. A narrow-spectrum
antimicrobial targets only specific subsets of bacterial pathogens. For example, some narrow-spectrum drugs only
target gram-positive bacteria, whereas others target only gram-negative bacteria. If the pathogen causing an infection
has been identified, it is best to use a narrow-spectrum antimicrobial and minimize collateral damage to the normal
microbiota. A broad-spectrum antimicrobial targets a wide variety of bacterial pathogens, including both gram-
positive and gram-negative species, and is frequently used as empiric therapy to cover a wide range of potential
pathogens while waiting on the laboratory identification of the infecting pathogen. Broad-spectrum antimicrobials are
also used for polymicrobic infections (mixed infection with multiple bacterial species), or as prophylactic prevention
of infections with surgery/invasive procedures. Finally, broad-spectrum antimicrobials may be selected to treat an
infection when a narrow-spectrum drug fails because of development of drug resistance by the target pathogen.

The risk associated with using broad-spectrum antimicrobials is that they will also target a broad spectrum of the
normal microbiota, increasing the risk of a superinfection, a secondary infection in a patient having a preexisting
infection. A superinfection develops when the antibacterial intended for the preexisting infection kills the protective
microbiota, allowing another pathogen resistant to the antibacterial to proliferate and cause a secondary infection
(Figure 14.6). Common examples of superinfections that develop as a result of antimicrobial usage include yeast
infections (candidiasis) and pseudomembranous colitis caused by Clostridium difficile, which can be fatal.

Figure 14.6 Broad-spectrum antimicrobial use may lead to the development of a superinfection. (credit: modification
of work by Centers for Disease Control and Prevention)

• What is a superinfection and how does one arise?

Dosage and Route of Administration

The amount of medication given during a certain time interval is the dosage, and it must be determined carefully to
ensure that optimum therapeutic drug levels are achieved at the site of infection without causing significant toxicity
(side effects) to the patient. Each drug class is associated with a variety of potential side effects, and some of these
are described for specific drugs later in this chapter. Despite best efforts to optimize dosing, allergic reactions and
other potentially serious side effects do occur. Therefore, the goal is to select the optimum dosage that will minimize
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the risk of side effects while still achieving clinical cure, and there are important factors to consider when selecting
the best dose and dosage interval. For example, in children, dose is based upon the patient’s mass. However, the
same is not true for adults and children 12 years of age and older, for which there is typically a single standard dose
regardless of the patient’s mass. With the great variability in adult body mass, some experts have argued that mass
should be considered for all patients when determining appropriate dosage.[7] An additional consideration is how
drugs are metabolized and eliminated from the body. In general, patients with a history of liver or kidney dysfunction
may experience reduced drug metabolism or clearance from the body, resulting in increased drug levels that may lead
to toxicity and make them more prone to side effects.

There are also some factors specific to the drugs themselves that influence appropriate dose and time interval between
doses. For example, the half-life, or rate at which 50% of a drug is eliminated from the plasma, can vary significantly
between drugs. Some drugs have a short half-life of only 1 hour and must be given multiple times a day, whereas other
drugs have half-lives exceeding 12 hours and can be given as a single dose every 24 hours. Although a longer half-life
can be considered an advantage for an antibacterial when it comes to convenient dosing intervals, the longer half-life
can also be a concern for a drug that has serious side effects because drug levels may remain toxic for a longer time.
Last, some drugs are dose dependent, meaning they are more effective when administered in large doses to provide
high levels for a short time at the site of infection. Others are time dependent, meaning they are more effective when
lower optimum levels are maintained over a longer period of time.

The route of administration, the method used to introduce a drug into the body, is also an important consideration for
drug therapy. Drugs that can be administered orally are generally preferred because patients can more conveniently
take these drugs at home. However, some drugs are not absorbed easily from the gastrointestinal (GI) tract into the
bloodstream. These drugs are often useful for treating diseases of the intestinal tract, such as tapeworms treated
with niclosamide, or for decontaminating the bowel, as with colistin. Some drugs that are not absorbed easily, such
as bacitracin, polymyxin, and several antifungals, are available as topical preparations for treatment of superficial
skin infections. Sometimes, patients may not initially be able to take oral medications because of their illness (e.g.,
vomiting, intubation for respirator). When this occurs, and when a chosen drug is not absorbed in the GI tract,
administration of the drug by a parenteral route (intravenous or intramuscular injection) is preferred and typically
is performed in health-care settings. For most drugs, the plasma levels achieved by intravenous administration is
substantially higher than levels achieved by oral or intramuscular administration, and this can also be an important
consideration when choosing the route of administration for treating an infection (Figure 14.7).

7. M.E. Falagas, D.E. Karageorgopoulos. “Adjustment of Dosing of Antimicrobial Agents for Bodyweight in Adults.” The Lancet 375 no.

9710 (2010):248–251.
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Figure 14.7 On this graph, t0 represents the time at which a drug dose is administered. The curves illustrate how
plasma concentration of the drug changes over specific intervals of time (t1 through t4). As the graph shows, when a
drug is administered intravenously, the concentration peaks very quickly and then gradually decreases. When drugs
are administered orally or intramuscularly, it takes longer for the concentration to reach its peak.

• List five factors to consider when determining the dosage of a drug.

• Name some typical side effects associated with drugs and identify some factors that might contribute to these
side effects.

Drug Interactions

For the optimum treatment of some infections, two antibacterial drugs may be administered together to provide
a synergistic interaction that is better than the efficacy of either drug alone. A classic example of synergistic
combinations is trimethoprim and sulfamethoxazole (Bactrim). Individually, these two drugs provide only
bacteriostatic inhibition of bacterial growth, but combined, the drugs are bactericidal.

Whereas synergistic drug interactions provide a benefit to the patient, antagonistic interactions produce harmful
effects. Antagonism can occur between two antimicrobials or between antimicrobials and nonantimicrobials being
used to treat other conditions. The effects vary depending on the drugs involved, but antagonistic interactions may
cause loss of drug activity, decreased therapeutic levels due to increased metabolism and elimination, or increased
potential for toxicity due to decreased metabolism and elimination. As an example, some antibacterials are absorbed
most effectively from the acidic environment of the stomach. If a patient takes antacids, however, this increases the
pH of the stomach and negatively impacts the absorption of these antimicrobials, decreasing their effectiveness in
treating an infection. Studies have also shown an association between use of some antimicrobials and failure of oral
contraceptives.[8]

8. B.D. Dickinson et al. “Drug Interactions between Oral Contraceptives and Antibiotics.” Obstetrics & Gynecology 98, no. 5

(2001):853–860.
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• Explain the difference between synergistic and antagonistic drug interactions.

Resistance Police

In the United States and many other countries, most antimicrobial drugs are self-administered by patients at
home. Unfortunately, many patients stop taking antimicrobials once their symptoms dissipate and they feel
better. If a 10-day course of treatment is prescribed, many patients only take the drug for 5 or 6 days, unaware
of the negative consequences of not completing the full course of treatment. A shorter course of treatment not
only fails to kill the target organisms to expected levels, it also selects for drug-resistant variants within the
target population and within the patient’s microbiota.

Patients’ nonadherence especially amplifies drug resistance when the recommended course of treatment is
long. Treatment for tuberculosis (TB) is a case in point, with the recommended treatment lasting from 6 months
to a year. The CDC estimates that about one-third of the world’s population is infected with TB, most living
in underdeveloped or underserved regions where antimicrobial drugs are available over the counter. In such
countries, there may be even lower rates of adherence than in developed areas. Nonadherence leads to
antibiotic resistance and more difficulty in controlling pathogens. As a direct result, the emergence of multidrug-
resistant and extensively drug-resistant strains of TB is becoming a huge problem.

Overprescription of antimicrobials also contributes to antibiotic resistance. Patients often demand antibiotics for
diseases that do not require them, like viral colds and ear infections. Pharmaceutical companies aggressively
market drugs to physicians and clinics, making it easy for them to give free samples to patients, and some
pharmacies even offer certain antibiotics free to low-income patients with a prescription.

In recent years, various initiatives have aimed to educate parents and clinicians about the judicious use
of antibiotics. However, a recent study showed that, between 2000 and 2013, the parental expectation for
antimicrobial prescriptions for children actually increased (Figure 14.8).

One possible solution is a regimen called directly observed therapy (DOT), which involves the supervised
administration of medications to patients. Patients are either required to visit a health-care facility to receive
their medications, or health-care providers must administer medication in patients’ homes or another
designated location. DOT has been implemented in many cases for the treatment of TB and has been shown
to be effective; indeed, DOT is an integral part of WHO’s global strategy for eradicating TB.[9],[10] But is
this a practical strategy for all antibiotics? Would patients taking penicillin, for example, be more or less
likely to adhere to the full course of treatment if they had to travel to a health-care facility for each dose?
And who would pay for the increased cost associated with DOT? When it comes to overprescription, should
someone be policing physicians or drug companies to enforce best practices? What group should assume this
responsibility, and what penalties would be effective in discouraging overprescription?

Eye on Ethics

9. Centers for Disease Control and Prevention. “Tuberculosis (TB).” http://www.cdc.gov/tb/education/ssmodules/module9/ss9reading2.htm.

Accessed June 2, 2016.

10. World Health Organization. “Tuberculosis (TB): The Five Elements of DOTS.” http://www.who.int/tb/dots/whatisdots/en/. Accessed

June 2, 2016.
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Figure 14.8 This graph indicates trends in parental expectations related to prescription of antibiotics based
on a recent study.[11] Among parents of Medicaid-insured children, there was a clear upward trend in parental
expectations for prescription antibiotics. Expectations were relatively stable (and lesser) among parents
whose children were commercially insured, suggesting that these parents were somewhat better informed
than those with Medicaid-insured children.

14.3 Mechanisms of Antibacterial Drugs

Learning Objective
• Describe the mechanisms of action associated with drugs that inhibit cell wall biosynthesis, protein synthesis,

membrane function, nucleic acid synthesis, and metabolic pathways

An important quality for an antimicrobial drug is selective toxicity, meaning that it selectively kills or inhibits the
growth of microbial targets while causing minimal or no harm to the host. Most antimicrobial drugs currently in
clinical use are antibacterial because the prokaryotic cell provides a greater variety of unique targets for selective
toxicity, in comparison to fungi, parasites, and viruses. Each class of antibacterial drugs has a unique mode of action
(the way in which a drug affects microbes at the cellular level), and these are summarized in Figure 14.9 and Table
14.1.

11. Vaz, L.E., et al. “Prevalence of Parental Misconceptions About Antibiotic Use.” Pediatrics 136 no.2 (August 2015). DOI: 10.1542/
peds.2015-0883.
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Figure 14.9 There are several classes of antibacterial compounds that are typically classified based on their
bacterial target.

Common Antibacterial Drugs by Mode of Action

Mode of Action Target Drug Class

Penicillin-binding proteins β-lactams: penicillins, cephalosporins,
monobactams, carbapenems

Peptidoglycan subunits Glycopeptides

Inhibit cell wall biosynthesis

Peptidoglycan subunit
transport

Bacitracin

30S ribosomal subunit Aminoglycosides, tetracyclinesInhibit biosynthesis of proteins

50S ribosomal subunit Macrolides, lincosamides,
chloramphenicol, oxazolidinones

Disrupt membranes Lipopolysaccharide, inner
and outer membranes

Polymyxin B, colistin, daptomycin

RNA Rifamycin
Inhibit nucleic acid synthesis

DNA Fluoroquinolones

Folic acid synthesis enzyme Sulfonamides, trimethoprim

Antimetabolites Mycolic acid synthesis
enzyme

Isonicotinic acid hydrazide

Mycobacterial adenosine
triphosphate (ATP) synthase inhibitor

Mycobacterial ATP
synthase

Diarylquinoline

Table 14.1
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Inhibitors of Cell Wall Biosynthesis

Several different classes of antibacterials block steps in the biosynthesis of peptidoglycan, making cells more
susceptible to osmotic lysis (Table 14.2). Therefore, antibacterials that target cell wall biosynthesis are bactericidal
in their action. Because human cells do not make peptidoglycan, this mode of action is an excellent example of
selective toxicity.

Penicillin, the first antibiotic discovered, is one of several antibacterials within a class called β-lactams. This group
of compounds includes the penicillins, cephalosporins, monobactams, and carbapenems, and is characterized by
the presence of a β-lactam ring found within the central structure of the drug molecule (Figure 14.10). The β-
lactam antibacterials block the crosslinking of peptide chains during the biosynthesis of new peptidoglycan in the
bacterial cell wall. They are able to block this process because the β-lactam structure is similar to the structure of
the peptidoglycan subunit component that is recognized by the crosslinking transpeptidase enzyme, also known as a
penicillin-binding protein (PBP). Although the β-lactam ring must remain unchanged for these drugs to retain their
antibacterial activity, strategic chemical changes to the R groups have allowed for development of a wide variety of
semisynthetic β-lactam drugs with increased potency, expanded spectrum of activity, and longer half-lives for better
dosing, among other characteristics.

Penicillin G and penicillin V are natural antibiotics from fungi and are primarily active against gram-positive bacterial
pathogens, and a few gram-negative bacterial pathogens such as Pasteurella multocida. Figure 14.10 summarizes
the semisynthetic development of some of the penicillins. Adding an amino group (-NH2) to penicillin G created
the aminopenicillins (i.e., ampicillin and amoxicillin) that have increased spectrum of activity against more gram-
negative pathogens. Furthermore, the addition of a hydroxyl group (-OH) to amoxicillin increased acid stability,
which allows for improved oral absorption. Methicillin is a semisynthetic penicillin that was developed to address the
spread of enzymes (penicillinases) that were inactivating the other penicillins. Changing the R group of penicillin G
to the more bulky dimethoxyphenyl group provided protection of the β-lactam ring from enzymatic destruction by
penicillinases, giving us the first penicillinase-resistant penicillin.

Similar to the penicillins, cephalosporins contain a β-lactam ring (Figure 14.10) and block the transpeptidase
activity of penicillin-binding proteins. However, the β-lactam ring of cephalosporins is fused to a six-member ring,
rather than the five-member ring found in penicillins. This chemical difference provides cephalosporins with an
increased resistance to enzymatic inactivation by β-lactamases. The drug cephalosporin C was originally isolated
from the fungus Cephalosporium acremonium in the 1950s and has a similar spectrum of activity to that of penicillin
against gram-positive bacteria but is active against more gram-negative bacteria than penicillin. Another important
structural difference is that cephalosporin C possesses two R groups, compared with just one R group for penicillin,
and this provides for greater diversity in chemical alterations and development of semisynthetic cephalosporins. The
family of semisynthetic cephalosporins is much larger than the penicillins, and these drugs have been classified
into generations based primarily on their spectrum of activity, increasing in spectrum from the narrow-spectrum,
first-generation cephalosporins to the broad-spectrum, fourth-generation cephalosporins. A new fifth-generation
cephalosporin has been developed that is active against methicillin-resistant Staphylococcus aureus (MRSA).

The carbapenems and monobactams also have a β-lactam ring as part of their core structure, and they inhibit the
transpeptidase activity of penicillin-binding proteins. The only monobactam used clinically is aztreonam. It is a
narrow-spectrum antibacterial with activity only against gram-negative bacteria. In contrast, the carbapenem family
includes a variety of semisynthetic drugs (imipenem, meropenem, and doripenem) that provide very broad-spectrum
activity against gram-positive and gram-negative bacterial pathogens.

The drug vancomycin, a member of a class of compounds called the glycopeptides, was discovered in the 1950s
as a natural antibiotic from the actinomycete Amycolatopsis orientalis. Similar to the β-lactams, vancomycin inhibits
cell wall biosynthesis and is bactericidal. However, in contrast to the β-lactams, the structure of vancomycin is
not similar to that of cell-wall peptidoglycan subunits and does not directly inactivate penicillin-binding proteins.
Rather, vancomycin is a very large, complex molecule that binds to the end of the peptide chain of cell wall
precursors, creating a structural blockage that prevents the cell wall subunits from being incorporated into the
growing N-acetylglucosamine and N-acetylmuramic acid (NAM-NAG) backbone of the peptidoglycan structure
(transglycosylation). Vancomycin also structurally blocks transpeptidation. Vancomycin is bactericidal against gram-
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positive bacterial pathogens, but it is not active against gram-negative bacteria because of its inability to penetrate the
protective outer membrane.

The drug bacitracin consists of a group of structurally similar peptide antibiotics originally isolated from Bacillus
subtilis. Bacitracin blocks the activity of a specific cell-membrane molecule that is responsible for the movement of
peptidoglycan precursors from the cytoplasm to the exterior of the cell, ultimately preventing their incorporation into
the cell wall. Bacitracin is effective against a wide range of bacteria, including gram-positive organisms found on
the skin, such as Staphylococcus and Streptococcus. Although it may be administered orally or intramuscularly in
some circumstances, bacitracin has been shown to be nephrotoxic (damaging to the kidneys). Therefore, it is more
commonly combined with neomycin and polymyxin in topical ointments such as Neosporin.

Figure 14.10 Penicillins, cephalosporins, monobactams, and carbapenems all contain a β-lactam ring, the site of
attack by inactivating β-lactamase enzymes. Although they all share the same nucleus, various penicillins differ from
each other in the structure of their R groups. Chemical changes to the R groups provided increased spectrum of
activity, acid stability, and resistance to β-lactamase degradation.

Drugs that Inhibit Bacterial Cell Wall Synthesis

Mechanism of Action Drug Class Specific
Drugs

Natural or
Semisynthetic

Spectrum of Activity

Interact directly with
PBPs and inhibit
transpeptidase activity

Penicillins Penicillin G,
penicillin V

Natural Narrow-spectrum against
gram-positive and a few
gram-negative bacteria

Table 14.2
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Drugs that Inhibit Bacterial Cell Wall Synthesis

Mechanism of Action Drug Class Specific
Drugs

Natural or
Semisynthetic

Spectrum of Activity

Ampicillin,
amoxicillin

Semisynthetic Narrow-spectrum against
gram-positive bacteria but
with increased gram-
negative spectrum

Methicillin Semisynthetic Narrow-spectrum against
gram-positive bacteria
only, including strains
producing penicillinase

Cephalosporin
C

Natural Narrow-spectrum similar
to penicillin but with
increased gram-negative
spectrum

First-
generation
cephalosporins

Semisynthetic Narrow-spectrum similar
to cephalosporin C

Second-
generation
cephalosporins

Semisynthetic Narrow-spectrum but with
increased gram-negative
spectrum compared with
first generation

Third- and
fourth-
generation
cephalosporins

Semisynthetic Broad-spectrum against
gram-positive and gram-
negative bacteria,
including some β-
lactamase producers

Cephalosporins

Fifth-
generation
cephalosporins

Semisynthetic Broad-spectrum against
gram-positive and gram-
negative bacteria,
including MRSA

Monobactams Aztreonam Semisynthetic Narrow-spectrum against
gram-negative bacteria,
including some β-
lactamase producers

Carbapenems Imipenem,
meropenem,
doripenem

Semisynthetic Broadest spectrum of the
β-lactams against gram-
positive and gram-
negative bacteria,
including many β-
lactamase producers

Large molecules that
bind to the peptide chain
of peptidoglycan
subunits, blocking
transglycosylation and
transpeptidation

Glycopeptides Vancomycin Natural Narrow spectrum against
gram-positive bacteria
only, including multidrug-
resistant strains

Table 14.2
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Drugs that Inhibit Bacterial Cell Wall Synthesis

Mechanism of Action Drug Class Specific
Drugs

Natural or
Semisynthetic

Spectrum of Activity

Block transport of
peptidoglycan subunits
across cytoplasmic
membrane

Bacitracin Bacitracin Natural Broad-spectrum against
gram-positive and gram-
negative bacteria

Table 14.2

• Describe the mode of action of β-lactams.

Inhibitors of Protein Biosynthesis

The cytoplasmic ribosomes found in animal cells (80S) are structurally distinct from those found in bacterial
cells (70S), making protein biosynthesis a good selective target for antibacterial drugs. Several types of protein
biosynthesis inhibitors are discussed in this section and are summarized in Figure 14.11.

Protein Synthesis Inhibitors That Bind the 30S Subunit

Aminoglycosides are large, highly polar antibacterial drugs that bind to the 30S subunit of bacterial ribosomes,
impairing the proofreading ability of the ribosomal complex. This impairment causes mismatches between codons
and anticodons, resulting in the production of proteins with incorrect amino acids and shortened proteins that insert
into the cytoplasmic membrane. Disruption of the cytoplasmic membrane by the faulty proteins kills the bacterial
cells. The aminoglycosides, which include drugs such as streptomycin, gentamicin, neomycin, and kanamycin, are
potent broad-spectrum antibacterials. However, aminoglycosides have been shown to be nephrotoxic (damaging to
kidney), neurotoxic (damaging to the nervous system), and ototoxic (damaging to the ear).

Another class of antibacterial compounds that bind to the 30S subunit is the tetracyclines. In contrast to
aminoglycosides, these drugs are bacteriostatic and inhibit protein synthesis by blocking the association of tRNAs
with the ribosome during translation. Naturally occurring tetracyclines produced by various strains of Streptomyces
were first discovered in the 1940s, and several semisynthetic tetracyclines, including doxycycline and tigecycline
have also been produced. Although the tetracyclines are broad spectrum in their coverage of bacterial pathogens, side
effects that can limit their use include phototoxicity, permanent discoloration of developing teeth, and liver toxicity
with high doses or in patients with kidney impairment.

Protein Synthesis Inhibitors That Bind the 50S Subunit

There are several classes of antibacterial drugs that work through binding to the 50S subunit of bacterial ribosomes.
The macrolide antibacterial drugs have a large, complex ring structure and are part of a larger class of naturally
produced secondary metabolites called polyketides, complex compounds produced in a stepwise fashion through
the repeated addition of two-carbon units by a mechanism similar to that used for fatty acid synthesis. Macrolides
are broad-spectrum, bacteriostatic drugs that block elongation of proteins by inhibiting peptide bond formation
between specific combinations of amino acids. The first macrolide was erythromycin. It was isolated in 1952 from
Streptomyces erythreus and prevents translocation. Semisynthetic macrolides include azithromycin and telithromycin.
Compared with erythromycin, azithromycin has a broader spectrum of activity, fewer side effects, and a significantly
longer half-life (1.5 hours for erythromycin versus 68 hours for azithromycin) that allows for once-daily dosing and
a short 3-day course of therapy (i.e., Zpac formulation) for most infections. Telithromycin is the first semisynthetic
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within the class known as ketolides. Although telithromycin shows increased potency and activity against macrolide-
resistant pathogens, the US Food and Drug Administration (FDA) has limited its use to treatment of community-
acquired pneumonia and requires the strongest “black box warning” label for the drug because of serious
hepatotoxicity.

The lincosamides include the naturally produced lincomycin and semisynthetic clindamycin. Although structurally
distinct from macrolides, lincosamides are similar in their mode of action to the macrolides through binding to the 50S
ribosomal subunit and preventing peptide bond formation. Lincosamides are particularly active against streptococcal
and staphylococcal infections.

The drug chloramphenicol represents yet another structurally distinct class of antibacterials that also bind to
the 50S ribosome, inhibiting peptide bond formation. Chloramphenicol, produced by Streptomyces venezuelae,
was discovered in 1947; in 1949, it became the first broad-spectrum antibiotic that was approved by the FDA.
Although it is a natural antibiotic, it is also easily synthesized and was the first antibacterial drug synthetically
mass produced. As a result of its mass production, broad-spectrum coverage, and ability to penetrate into tissues
efficiently, chloramphenicol was historically used to treat a wide range of infections, from meningitis to typhoid
fever to conjunctivitis. Unfortunately, serious side effects, such as lethal gray baby syndrome, and suppression
of bone marrow production, have limited its clinical role. Chloramphenicol also causes anemia in two different
ways. One mechanism involves the targeting of mitochondrial ribosomes within hematopoietic stem cells, causing a
reversible, dose-dependent suppression of blood cell production. Once chloramphenicol dosing is discontinued, blood
cell production returns to normal. This mechanism highlights the similarity between 70S ribosomes of bacteria and
the 70S ribosomes within our mitochondria. The second mechanism of anemia is idiosyncratic (i.e., the mechanism
is not understood), and involves an irreversible lethal loss of blood cell production known as aplastic anemia. This
mechanism of aplastic anemia is not dose dependent and can develop after therapy has stopped. Because of toxicity
concerns, chloramphenicol usage in humans is now rare in the United States and is limited to severe infections unable
to be treated by less toxic antibiotics. Because its side effects are much less severe in animals, it is used in veterinary
medicine.

The oxazolidinones, including linezolid, are a new broad-spectrum class of synthetic protein synthesis inhibitors
that bind to the 50S ribosomal subunit of both gram-positive and gram-negative bacteria. However, their mechanism
of action seems somewhat different from that of the other 50S subunit-binding protein synthesis inhibitors already
discussed. Instead, they seem to interfere with formation of the initiation complex (association of the 50S subunit, 30S
subunit, and other factors) for translation, and they prevent translocation of the growing protein from the ribosomal
A site to the P site. Table 14.3 summarizes the protein synthesis inhibitors.
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Figure 14.11 The major classes of protein synthesis inhibitors target the 30S or 50S subunits of cytoplasmic
ribosomes.

Drugs That Inhibit Bacterial Protein Synthesis

Molecular
Target

Mechanism of Action Drug Class Specific Drugs Bacteriostatic
or

Bactericidal

Spectrum
of

Activity

Causes mismatches
between codons and
anticodons, leading to
faulty proteins that
insert into and disrupt
cytoplasmic membrane

Aminoglycosides Streptomycin,
gentamicin,
neomycin,
kanamycin

Bactericidal Broad
spectrum

30S
subunit

Blocks association of
tRNAs with ribosome

Tetracyclines Tetracycline,
doxycycline,
tigecycline

Bacteriostatic Broad
spectrum

Macrolides Erythromycin,
azithromycin,
telithromycin

Bacteriostatic Broad
spectrum

Lincosamides Lincomycin,
clindamycin

Bacteriostatic Narrow
spectrum

Blocks peptide bond
formation between
amino acids

Not applicable Chloramphenicol Bacteriostatic Broad
spectrum

50S
subunit

Interferes with the
formation of the
initiation complex
between 50S and 30S
subunits and other
factors.

Oxazolidinones Linezolid Bacteriostatic Broad
spectrum

Table 14.3
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• Compare and contrast the different types of protein synthesis inhibitors.

Inhibitors of Membrane Function

A small group of antibacterials target the bacterial membrane as their mode of action (Table 14.4). The polymyxins
are natural polypeptide antibiotics that were first discovered in 1947 as products of Bacillus polymyxa; only
polymyxin B and polymyxin E (colistin) have been used clinically. They are lipophilic with detergent-like properties
and interact with the lipopolysaccharide component of the outer membrane of gram-negative bacteria, ultimately
disrupting both their outer and inner membranes and killing the bacterial cells. Unfortunately, the membrane-targeting
mechanism is not a selective toxicity, and these drugs also target and damage the membrane of cells in the kidney and
nervous system when administered systemically. Because of these serious side effects and their poor absorption from
the digestive tract, polymyxin B is used in over-the-counter topical antibiotic ointments (e.g., Neosporin), and oral
colistin was historically used only for bowel decontamination to prevent infections originating from bowel microbes
in immunocompromised patients or for those undergoing certain abdominal surgeries. However, the emergence and
spread of multidrug-resistant pathogens has led to increased use of intravenous colistin in hospitals, often as a drug of
last resort to treat serious infections. The antibacterial daptomycin is a cyclic lipopeptide produced by Streptomyces
roseosporus that seems to work like the polymyxins, inserting in the bacterial cell membrane and disrupting it.
However, in contrast to polymyxin B and colistin, which target only gram-negative bacteria, daptomycin specifically
targets gram-positive bacteria. It is typically administered intravenously and seems to be well tolerated, showing
reversible toxicity in skeletal muscles.

Drugs That Inhibit Bacterial Membrane Function

Mechanism of Action Drug
Class

Specific
Drugs

Spectrum of
Activity

Clinical Use

Polymyxin
B

Narrow
spectrum
against gram-
negative
bacteria,
including
multidrug-
resistant
strains

Topical preparations to
prevent infections in
wounds

Oral dosing to
decontaminate bowels to
prevent infections in
immunocompromised
patients or patients
undergoing invasive
surgery/procedures.

Interacts with lipopolysaccharide
in the outer membrane of gram-
negative bacteria, killing the cell
through the eventual disruption of
the outer membrane and
cytoplasmic membrane

Polymyxins

Polymyxin
E (colistin)

Narrow
spectrum
against gram-
negative
bacteria,
including
multidrug-
resistant
strains Intravenous dosing to

treat serious systemic
infections caused by
multidrug-resistant
pathogens

Table 14.4
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Drugs That Inhibit Bacterial Membrane Function

Mechanism of Action Drug
Class

Specific
Drugs

Spectrum of
Activity

Clinical Use

Inserts into the cytoplasmic
membrane of gram-positive
bacteria, disrupting the
membrane and killing the cell

Lipopeptide Daptomycin Narrow
spectrum
against gram-
positive
bacteria,
including
multidrug-
resistant
strains

Complicated skin and
skin-structure infections
and bacteremia caused
by gram-positive
pathogens, including
MRSA

Table 14.4

• How do polymyxins inhibit membrane function?

Inhibitors of Nucleic Acid Synthesis

Some antibacterial drugs work by inhibiting nucleic acid synthesis (Table 14.5). For example, metronidazole is a
semisynthetic member of the nitroimidazole family that is also an antiprotozoan. It interferes with DNA replication
in target cells. The drug rifampin is a semisynthetic member of the rifamycin family and functions by blocking
RNA polymerase activity in bacteria. The RNA polymerase enzymes in bacteria are structurally different from those
in eukaryotes, providing for selective toxicity against bacterial cells. It is used for the treatment of a variety of
infections, but its primary use, often in a cocktail with other antibacterial drugs, is against mycobacteria that cause
tuberculosis. Despite the selectivity of its mechanism, rifampin can induce liver enzymes to increase metabolism of
other drugs being administered (antagonism), leading to hepatotoxicity (liver toxicity) and negatively influencing the
bioavailability and therapeutic effect of the companion drugs.

One member of the quinolone family, a group of synthetic antimicrobials, is nalidixic acid. It was discovered in
1962 as a byproduct during the synthesis of chloroquine, an antimalarial drug. Nalidixic acid selectively inhibits
the activity of bacterial DNA gyrase, blocking DNA replication. Chemical modifications to the original quinolone
backbone have resulted in the production of fluoroquinolones, like ciprofloxacin and levofloxacin, which also inhibit
the activity of DNA gyrase. Ciprofloxacin and levofloxacin are effective against a broad spectrum of gram-positive
or gram-negative bacteria, and are among the most commonly prescribed antibiotics used to treat a wide range
of infections, including urinary tract infections, respiratory infections, abdominal infections, and skin infections.
However, despite their selective toxicity against DNA gyrase, side effects associated with different fluoroquinolones
include phototoxicity, neurotoxicity, cardiotoxicity, glucose metabolism dysfunction, and increased risk for tendon
rupture.
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Drugs That Inhibit Bacterial Nucleic Acid Synthesis

Mechanisms of
Action

Drug Class Specific
Drugs

Spectrum of activity Clinical
Use

Inhibits bacterial
RNA polymerase
activity and
blocks
transcription,
killing the cell

Rifamycin Rifampin Narrow spectrum with activity
against gram-positive and limited
numbers of gram-negative bacteria.
Also active against Mycobacterium
tuberculosis.

Combination
therapy for
treatment of
tuberculosis

Inhibits the
activity of DNA
gyrase and
blocks DNA
replication, killing
the cell

Fluoroquinolones Ciprofloxacin,
ofloxacin,
moxifloxacin

Broad spectrum against gram-
positive and gram-negative bacteria

Wide variety
of skin and
systemic
infections

Table 14.5

• Why do inhibitors of bacterial nucleic acid synthesis not target host cells?

Inhibitors of Metabolic Pathways

Some synthetic drugs control bacterial infections by functioning as antimetabolites, competitive inhibitors for
bacterial metabolic enzymes (Table 14.6). The sulfonamides (sulfa drugs) are the oldest synthetic antibacterial
agents and are structural analogues of para-aminobenzoic acid (PABA), an early intermediate in folic acid synthesis
(Figure 14.12). By inhibiting the enzyme involved in the production of dihydrofolic acid, sulfonamides block
bacterial biosynthesis of folic acid and, subsequently, pyrimidines and purines required for nucleic acid synthesis.
This mechanism of action provides bacteriostatic inhibition of growth against a wide spectrum of gram-positive
and gram-negative pathogens. Because humans obtain folic acid from food instead of synthesizing it intracellularly,
sulfonamides are selectively toxic for bacteria. However, allergic reactions to sulfa drugs are common. The sulfones
are structurally similar to sulfonamides but are not commonly used today except for the treatment of Hansen’s disease
(leprosy).

Trimethoprim is a synthetic antimicrobial compound that serves as an antimetabolite within the same folic acid
synthesis pathway as sulfonamides. However, trimethoprim is a structural analogue of dihydrofolic acid and inhibits
a later step in the metabolic pathway (Figure 14.12). Trimethoprim is used in combination with the sulfa drug
sulfamethoxazole to treat urinary tract infections, ear infections, and bronchitis. As discussed, the combination of
trimethoprim and sulfamethoxazole is an example of antibacterial synergy. When used alone, each antimetabolite only
decreases production of folic acid to a level where bacteriostatic inhibition of growth occurs. However, when used in
combination, inhibition of both steps in the metabolic pathway decreases folic acid synthesis to a level that is lethal
to the bacterial cell. Because of the importance of folic acid during fetal development, sulfa drugs and trimethoprim
use should be carefully considered during early pregnancy.

The drug isoniazid is an antimetabolite with specific toxicity for mycobacteria and has long been used in combination
with rifampin or streptomycin in the treatment of tuberculosis. It is administered as a prodrug, requiring activation
through the action of an intracellular bacterial peroxidase enzyme, forming isoniazid-nicotinamide adenine
dinucleotide (NAD) and isoniazid-nicotinamide adenine dinucleotide phosphate (NADP), ultimately preventing the
synthesis of mycolic acid, which is essential for mycobacterial cell walls. Possible side effects of isoniazid use include
hepatotoxicity, neurotoxicity, and hematologic toxicity (anemia).
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Figure 14.12 Sulfonamides and trimethoprim are examples of antimetabolites that interfere in the bacterial synthesis
of folic acid by blocking purine and pyrimidine biosynthesis, thus inhibiting bacterial growth.

Antimetabolite Drugs

Metabolic
Pathway
Target

Mechanism of Action Drug Class Specific Drugs Spectrum of Activity

Sulfonamides SulfamethoxazoleInhibits the enzyme
involved in production of
dihydrofolic acid Sulfones Dapsone

Broad spectrum against
gram-positive and gram-
negative bacteria

Folic acid
synthesis

Inhibits the enzyme
involved in the production
of tetrahydrofolic acid

Not
applicable

Trimethoprim Broad spectrum against
gram-positive and gram-
negative bacteria

Table 14.6
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Antimetabolite Drugs

Metabolic
Pathway
Target

Mechanism of Action Drug Class Specific Drugs Spectrum of Activity

Mycolic
acid
synthesis

Interferes with the
synthesis of mycolic acid

Not
applicable

Isoniazid Narrow spectrum against
Mycobacterium spp.,
including M. tuberculosis

Table 14.6

• How do sulfonamides and trimethoprim selectively target bacteria?

Inhibitor of ATP Synthase

Bedaquiline, representing the synthetic antibacterial class of compounds called the diarylquinolines, uses a novel
mode of action that specifically inhibits mycobacterial growth. Although the specific mechanism has yet to be
elucidated, this compound appears to interfere with the function of ATP synthases, perhaps by interfering with the
use of the hydrogen ion gradient for ATP synthesis by oxidative phosphorylation, leading to reduced ATP production.
Due to its side effects, including hepatotoxicity and potentially lethal heart arrhythmia, its use is reserved for serious,
otherwise untreatable cases of tuberculosis.

To learn more about the general principles of antimicrobial therapy and bacterial
modes of action, visit Michigan State University’s Antimicrobial Resistance
Learning Site (https://openstax.org/l/22MSUantireslea) , particularly pages 6
through 9.

Part 2

Reading thorough Marisa’s health history, the doctor noticed that during her hospitalization in Vietnam, she
was catheterized and received the antimicrobial drugs ceftazidime and metronidazole. Upon learning this, the
doctor ordered a CT scan of Marisa’s abdomen to rule out appendicitis; the doctor also requested blood work
to see if she had an elevated white blood cell count, and ordered a urine analysis test and urine culture to look
for the presence of white blood cells, red blood cells, and bacteria.

Marisa’s urine sample came back positive for the presence of bacteria, indicating a urinary tract infection (UTI).
The doctor prescribed ciprofloxacin. In the meantime, her urine was cultured to grow the bacterium for further
testing.

• What types of antimicrobials are typically prescribed for UTIs?

• Based upon the antimicrobial drugs she was given in Vietnam, which of the antimicrobials for treatment

Link to Learning

Clinical Focus
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of a UTI would you predict to be ineffective?

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

14.4 Mechanisms of Other Antimicrobial Drugs

Learning Objective
• Explain the differences between modes of action of drugs that target fungi, protozoa, helminths, and viruses

Because fungi, protozoa, and helminths are eukaryotic, their cells are very similar to human cells, making it more
difficult to develop drugs with selective toxicity. Additionally, viruses replicate within human host cells, making it
difficult to develop drugs that are selectively toxic to viruses or virus-infected cells. Despite these challenges, there
are antimicrobial drugs that target fungi, protozoa, helminths, and viruses, and some even target more than one type
of microbe. Table 14.7, Table 14.8, Table 14.9, and Table 14.10 provide examples for antimicrobial drugs in
these various classes.

Antifungal Drugs

The most common mode of action for antifungal drugs is the disruption of the cell membrane. Antifungals take
advantage of small differences between fungi and humans in the biochemical pathways that synthesize sterols. The
sterols are important in maintaining proper membrane fluidity and, hence, proper function of the cell membrane. For
most fungi, the predominant membrane sterol is ergosterol. Because human cell membranes use cholesterol, instead
of ergosterol, antifungal drugs that target ergosterol synthesis are selectively toxic (Figure 14.13).

Figure 14.13 The predominant sterol found in human cells is cholesterol, whereas the predominant sterol found in
fungi is ergosterol, making ergosterol a good target for antifungal drug development.

The imidazoles are synthetic fungicides that disrupt ergosterol biosynthesis; they are commonly used in medical
applications and also in agriculture to keep seeds and harvested crops from molding. Examples include miconazole,
ketoconazole, and clotrimazole, which are used to treat fungal skin infections such as ringworm, specifically
tinea pedis (athlete’s foot), tinea cruris (jock itch), and tinea corporis. These infections are commonly caused
by dermatophytes of the genera Trichophyton, Epidermophyton, and Microsporum. Miconazole is also used
predominantly for the treatment of vaginal yeast infections caused by the fungus Candida, and ketoconazole is used
for the treatment of tinea versicolor and dandruff, which both can be caused by the fungus Malassezia.

The triazole drugs, including fluconazole, also inhibit ergosterol biosynthesis. However, they can be administered
orally or intravenously for the treatment of several types of systemic yeast infections, including oral thrush and
cryptococcal meningitis, both of which are prevalent in patients with AIDS. The triazoles also exhibit more selective
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toxicity, compared with the imidazoles, and are associated with fewer side effects.

The allylamines, a structurally different class of synthetic antifungal drugs, inhibit an earlier step in ergosterol
biosynthesis. The most commonly used allylamine is terbinafine (marketed under the brand name Lamisil), which
is used topically for the treatment of dermatophytic skin infections like athlete’s foot, ringworm, and jock itch. Oral
treatment with terbinafine is also used for the treatment of fingernail and toenail fungus, but it can be associated with
the rare side effect of hepatotoxicity.

The polyenes are a class of antifungal agents naturally produced by certain actinomycete soil bacteria and are
structurally related to macrolides. These large, lipophilic molecules bind to ergosterol in fungal cytoplasmic
membranes, thus creating pores. Common examples include nystatin and amphotericin B. Nystatin is typically used
as a topical treatment for yeast infections of the skin, mouth, and vagina, but may also be used for intestinal
fungal infections. The drug amphotericin B is used for systemic fungal infections like aspergillosis, cryptococcal
meningitis, histoplasmosis, blastomycosis, and candidiasis. Amphotericin B was the only antifungal drug available
for several decades, but its use is associated with some serious side effects, including nephrotoxicity (kidney toxicity).

Amphotericin B is often used in combination with flucytosine, a fluorinated pyrimidine analog that is converted by a
fungal-specific enzyme into a toxic product that interferes with both DNA replication and protein synthesis in fungi.
Flucytosine is also associated with hepatotoxicity (liver toxicity) and bone marrow depression.

Beyond targeting ergosterol in fungal cell membranes, there are a few antifungal drugs that target other fungal
structures (Figure 14.14). The echinocandins, including caspofungin, are a group of naturally produced antifungal
compounds that block the synthesis of β(1→3) glucan found in fungal cell walls but not found in human cells. This
drug class has the nickname “penicillin for fungi.” Caspofungin is used for the treatment of aspergillosis as well as
systemic yeast infections.

Although chitin is only a minor constituent of fungal cell walls, it is also absent in human cells, making it a selective
target. The polyoxins and nikkomycins are naturally produced antifungals that target chitin synthesis. Polyoxins are
used to control fungi for agricultural purposes, and nikkomycin Z is currently under development for use in humans
to treat yeast infections and Valley fever (coccidioidomycosis), a fungal disease prevalent in the southwestern US.[12]

The naturally produced antifungal griseofulvin is thought to specifically disrupt fungal cell division by interfering
with microtubules involved in spindle formation during mitosis. It was one of the first antifungals, but its use
is associated with hepatotoxicity. It is typically administered orally to treat various types of dermatophytic skin
infections when other topical antifungal treatments are ineffective.

There are a few drugs that act as antimetabolites against fungal processes. For example, atovaquone, a representative
of the naphthoquinone drug class, is a semisynthetic antimetabolite for fungal and protozoal versions of a
mitochondrial cytochrome important in electron transport. Structurally, it is an analog of coenzyme Q, with which
it competes for electron binding. It is particularly useful for the treatment of Pneumocystis pneumonia caused by
Pneumocystis jirovecii. The antibacterial sulfamethoxazole-trimethoprim combination also acts as an antimetabolite
against P. jirovecii.

Table 14.7 shows the various therapeutic classes of antifungal drugs, categorized by mode of action, with examples
of each.

12. Centers for Disease Control and Prevention. “Valley Fever: Awareness Is Key.” http://www.cdc.gov/features/valleyfever/. Accessed

June 1, 2016.
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Figure 14.14 Antifungal drugs target several different cell structures. (credit right: modification of work by “Maya and
Rike”/Wikimedia Commons)

Common Antifungal Drugs

Mechanism of Action Drug Class Specific
Drugs

Clinical Uses

Imidazoles Miconazole,
ketoconazole,
clotrimazole

Fungal skin infections and vaginal yeast
infections

Triazoles Fluconazole Systemic yeast infections, oral thrush,
and cryptococcal meningitis

Inhibit ergosterol synthesis

Allylamines Terbinafine Dermatophytic skin infections (athlete’s
foot, ring worm, jock itch), and infections
of fingernails and toenails

Nystatin Used topically for yeast infections of
skin, mouth, and vagina; also used for
fungal infections of the intestine

Bind ergosterol in the cell
membrane and create pores
that disrupt the membrane

Polyenes

Amphotericin B Variety systemic fungal infections

Echinocandins Caspofungin Aspergillosis and systemic yeast
infections

Inhibit cell wall synthesis

Not applicable Nikkomycin Z Coccidioidomycosis (Valley fever) and
yeast infections

Inhibit microtubules and cell
division

Not applicable Griseofulvin Dermatophytic skin infections

Table 14.7

632 Chapter 14 | Antimicrobial Drugs

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5



• How is disruption of ergosterol biosynthesis an effective mode of action for antifungals?

Treating a Fungal Infection of the Lungs

Jack, a 48-year-old engineer, is HIV positive but generally healthy thanks to antiretroviral therapy (ART).
However, after a particularly intense week at work, he developed a fever and a dry cough. He assumed
that he just had a cold or mild flu due to overexertion and didn’t think much of it. However, after about a
week, he began to experience fatigue, weight loss, and shortness of breath. He decided to visit his physician,
who found that Jack had a low level of blood oxygenation. The physician ordered blood testing, a chest X-
ray, and the collection of an induced sputum sample for analysis. His X-ray showed a fine cloudiness and
several pneumatoceles (thin-walled pockets of air), which indicated Pneumocystis pneumonia (PCP), a type
of pneumonia caused by the fungus Pneumocystis jirovecii. Jack’s physician admitted him to the hospital and
prescribed Bactrim, a combination of sulfamethoxazole and trimethoprim, to be administered intravenously.

P. jirovecii is a yeast-like fungus with a life cycle similar to that of protozoans. As such, it was classified
as a protozoan until the 1980s. It lives only in the lung tissue of infected persons and is transmitted from
person to person, with many people exposed as children. Typically, P. jirovecii only causes pneumonia in
immunocompromised individuals. Healthy people may carry the fungus in their lungs with no symptoms of
disease. PCP is particularly problematic among HIV patients with compromised immune systems.

PCP is usually treated with oral or intravenous Bactrim, but atovaquone or pentamidine (another antiparasitic
drug) are alternatives. If not treated, PCP can progress, leading to a collapsed lung and nearly 100% mortality.
Even with antimicrobial drug therapy, PCP still is responsible for 10% of HIV-related deaths.

The cytological examination, using direct immunofluorescence assay (DFA), of a smear from Jack’s sputum
sample confirmed the presence of P. jirovecii (Figure 14.15). Additionally, the results of Jack’s blood tests
revealed that his white blood cell count had dipped, making him more susceptible to the fungus. His physician
reviewed his ART regimen and made adjustments. After a few days of hospitalization, Jack was released to
continue his antimicrobial therapy at home. With the adjustments to his ART therapy, Jack’s CD4 counts began
to increase and he was able to go back to work.

Figure 14.15 Microscopic examination of an induced sputum sample or bronchoaveolar lavage sample
typically reveals the organism, as shown here. (credit: modification of work by the Centers for Disease
Control and Prevention)

Case in Point
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Antiprotozoan Drugs

There are a few mechanisms by which antiprotozoan drugs target infectious protozoans (Table 14.9). Some are
antimetabolites, such as atovaquone, proguanil, and artemisinins. Atovaquone, in addition to being antifungal, blocks
electron transport in protozoans and is used for the treatment of protozoan infections including malaria, babesiosis,
and toxoplasmosis. Proguanil is another synthetic antimetabolite that is processed in parasitic cells into its active
form, which inhibits protozoan folic acid synthesis. It is often used in combination with atovaquone, and the
combination is marketed as Malarone for both malaria treatment and prevention.

Artemisinin, a plant-derived antifungal first discovered by Chinese scientists in the 1970s, is quite effective against
malaria. Semisynthetic derivatives of artemisinin are more water soluble than the natural version, which makes
them more bioavailable. Although the exact mechanism of action is unclear, artemisinins appear to act as prodrugs
that are metabolized by target cells to produce reactive oxygen species (ROS) that damage target cells. Due to the
rise in resistance to antimalarial drugs, artemisinins are also commonly used in combination with other antimalarial
compounds in artemisinin-based combination therapy (ACT).

Several antimetabolites are used for the treatment of toxoplasmosis caused by the parasite Toxoplasma gondii. The
synthetic sulfa drug sulfadiazine competitively inhibits an enzyme in folic acid production in parasites and can be
used to treat malaria and toxoplasmosis. Pyrimethamine is a synthetic drug that inhibits a different enzyme in the
folic acid production pathway and is often used in combination with sulfadoxine (another sulfa drug) for the treatment
of malaria or in combination with sulfadiazine for the treatment of toxoplasmosis. Side effects of pyrimethamine
include decreased bone marrow activity that may cause increased bruising and low red blood cell counts. When
toxicity is a concern, spiramycin, a macrolide protein synthesis inhibitor, is typically administered for the treatment
of toxoplasmosis.

Two classes of antiprotozoan drugs interfere with nucleic acid synthesis: nitroimidazoles and quinolines.
Nitroimidazoles, including semisynthetic metronidazole, which was discussed previously as an antibacterial drug,
and synthetic tinidazole, are useful in combating a wide variety of protozoan pathogens, such as Giardia lamblia,
Entamoeba histolytica, and Trichomonas vaginalis. Upon introduction into these cells in low-oxygen environments,
nitroimidazoles become activated and introduce DNA strand breakage, interfering with DNA replication in target
cells. Unfortunately, metronidazole is associated with carcinogenesis (the development of cancer) in humans.

Another type of synthetic antiprotozoan drug that has long been thought to specifically interfere with DNA replication
in certain pathogens is pentamidine. It has historically been used for the treatment of African sleeping sickness
(caused by the protozoan Trypanosoma brucei) and leishmaniasis (caused by protozoa of the genus Leishmania), but
it is also an alternative treatment for the fungus Pneumocystis. Some studies indicate that it specifically binds to the
DNA found within kinetoplasts (kDNA; long mitochondrion-like structures unique to trypanosomes), leading to the
cleavage of kDNA. However, nuclear DNA of both the parasite and host remain unaffected. It also appears to bind
to tRNA, inhibiting the addition of amino acids to tRNA, thus preventing protein synthesis. Possible side effects of
pentamidine use include pancreatic dysfunction and liver damage.

The quinolines are a class of synthetic compounds related to quinine, which has a long history of use against malaria.
Quinolines are thought to interfere with heme detoxification, which is necessary for the parasite’s effective breakdown
of hemoglobin into amino acids inside red blood cells. The synthetic derivatives chloroquine, quinacrine (also called
mepacrine), and mefloquine are commonly used as antimalarials, and chloroquine is also used to treat amebiasis
typically caused by Entamoeba histolytica. Long-term prophylactic use of chloroquine or mefloquine may result
in serious side effects, including hallucinations or cardiac issues. Patients with glucose-6-phosphate dehydrogenase
deficiency experience severe anemia when treated with chloroquine.
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Common Antiprotozoan Drugs

Mechanism of Action Drug Class Specific
Drugs

Clinical Uses

Inhibit electron
transport in
mitochondria

Naphthoquinone Atovaquone Malaria, babesiosis, and toxoplasmosis

Not applicable Proquanil Combination therapy with atovaquone for
malaria treatment and prevention

Sulfonamide Sulfadiazine Malaria and toxoplasmosis

Inhibit folic acid
synthesis

Not applicable Pyrimethamine Combination therapy with sulfadoxine (sulfa
drug) for malaria

Produces damaging
reactive oxygen
species

Not applicable Artemisinin Combination therapy to treat malaria

Nitroimidazoles Metronidazole,
tinidazole

Infections caused by Giardia lamblia,
Entamoeba histolytica, and Trichomonas
vaginalis

Inhibit DNA synthesis

Not applicable Pentamidine African sleeping sickness and leishmaniasis

Chloroquine Malaria and infections with E. histolyticaInhibit heme
detoxification

Quinolines

Mepacrine,
mefloquine

Malaria

Table 14.8

• List two modes of action for antiprotozoan drugs.

Antihelminthic Drugs

Because helminths are multicellular eukaryotes like humans, developing drugs with selective toxicity against them
is extremely challenging. Despite this, several effective classes have been developed (Table 14.9). Synthetic
benzimidazoles, like mebendazole and albendazole, bind to helminthic β-tubulin, preventing microtubule
formation. Microtubules in the intestinal cells of the worms seem to be particularly affected, leading to a reduction
in glucose uptake. Besides their activity against a broad range of helminths, benzimidazoles are also active against
many protozoans, fungi, and viruses, and their use for inhibiting mitosis and cell cycle progression in cancer cells is
under study.[13] Possible side effects of their use include liver damage and bone marrow suppression.

The avermectins are members of the macrolide family that were first discovered from a Japanese soil isolate,
Streptomyces avermectinius. A more potent semisynthetic derivative of avermectin is ivermectin, which binds to
glutamate-gated chloride channels specific to invertebrates including helminths, blocking neuronal transmission and
causing starvation, paralysis, and death of the worms. Ivermectin is used to treat roundworm diseases, including
onchocerciasis (also called river blindness, caused by the worm Onchocerca volvulus) and strongyloidiasis (caused
by the worm Strongyloides stercoralis or S. fuelleborni). Ivermectin also can also treat parasitic insects like mites,

13. B. Chu et al. “A Benzimidazole Derivative Exhibiting Antitumor Activity Blocks EGFR and HER2 Activity and Upregulates DR5 in

Breast Cancer Cells.” Cell Death and Disease 6 (2015):e1686
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lice, and bed bugs, and is nontoxic to humans.

Niclosamide is a synthetic drug that has been used for over 50 years to treat tapeworm infections. Although its
mode of action is not entirely clear, niclosamide appears to inhibit ATP formation under anaerobic conditions and
inhibit oxidative phosphorylation in the mitochondria of its target pathogens. Niclosamide is not absorbed from the
gastrointestinal tract, thus it can achieve high localized intestinal concentrations in patients. Recently, it has been
shown to also have antibacterial, antiviral, and antitumor activities.[14][15][16]

Another synthetic antihelminthic drug is praziquantel, which used for the treatment of parasitic tapeworms and liver
flukes, and is particularly useful for the treatment of schistosomiasis (caused by blood flukes from three genera of
Schistosoma). Its mode of action remains unclear, but it appears to cause the influx of calcium into the worm, resulting
in intense spasm and paralysis of the worm. It is often used as a preferred alternative to niclosamide in the treatment
of tapeworms when gastrointestinal discomfort limits niclosamide use.

The thioxanthenones, another class of synthetic drugs structurally related to quinine, exhibit antischistosomal activity
by inhibiting RNA synthesis. The thioxanthenone lucanthone and its metabolite hycanthone were the first used
clinically, but serious neurological, gastrointestinal, cardiovascular, and hepatic side effects led to their
discontinuation. Oxamniquine, a less toxic derivative of hycanthone, is only effective against S. mansoni, one
of the three species known to cause schistosomiasis in humans. Praziquantel was developed to target the other
two schistosome species, but concerns about increasing resistance have renewed interest in developing additional
derivatives of oxamniquine to target all three clinically important schistosome species.

Common Antihelminthic Drugs

Mechanism of Action Drug Class Specific
Drugs

Clinical Uses

Inhibit microtubule
formation, reducing
glucose uptake

Benzimidazoles Mebendazole,
albendazole

Variety of helminth infections

Block neuronal
transmission, causing
paralysis and starvation

Avermectins Ivermectin Roundworm diseases, including river
blindness and strongyloidiasis, and
treatment of parasitic insects

Inhibit ATP production Not applicable Niclosamide Intestinal tapeworm infections

Induce calcium influx Not applicable Praziquantel Schistosomiasis (blood flukes)

Inhibit RNA synthesis Thioxanthenones Lucanthone,
hycanthone,
oxamniquine

Schistosomiasis (blood flukes)

Table 14.9

• Why are antihelminthic drugs difficult to develop?

14. J.-X. Pan et al. “Niclosamide, An Old Antihelminthic Agent, Demonstrates Antitumor Activity by Blocking Multiple Signaling

Pathways of Cancer Stem Cells.” Chinese Journal of Cancer 31 no. 4 (2012):178–184.

15. F. Imperi et al. “New Life for an Old Drug: The Anthelmintic Drug Niclosamide Inhibits Pseudomonas aeruginosa Quorum Sensing.”

Antimicrobial Agents and Chemotherapy 57 no. 2 (2013):996-1005.

16. A. Jurgeit et al. “Niclosamide Is a Proton Carrier and Targets Acidic Endosomes with Broad Antiviral Effects.” PLoS Pathogens 8 no.

10 (2012):e1002976.
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Antiviral Drugs

Unlike the complex structure of fungi, protozoa, and helminths, viral structure is simple, consisting of nucleic
acid, a protein coat, viral enzymes, and, sometimes, a lipid envelope. Furthermore, viruses are obligate intracellular
pathogens that use the host’s cellular machinery to replicate. These characteristics make it difficult to develop drugs
with selective toxicity against viruses.

Many antiviral drugs are nucleoside analogs and function by inhibiting nucleic acid biosynthesis. For example,
acyclovir (marketed as Zovirax) is a synthetic analog of the nucleoside guanosine (Figure 14.16). It is activated
by the herpes simplex viral enzyme thymidine kinase and, when added to a growing DNA strand during replication,
causes chain termination. Its specificity for virus-infected cells comes from both the need for a viral enzyme to
activate it and the increased affinity of the activated form for viral DNA polymerase compared to host cell DNA
polymerase. Acyclovir and its derivatives are frequently used for the treatment of herpes virus infections, including
genital herpes, chickenpox, shingles, Epstein-Barr virus infections, and cytomegalovirus infections. Acyclovir can be
administered either topically or systemically, depending on the infection. One possible side effect of its use includes
nephrotoxicity. The drug adenine-arabinoside, marketed as vidarabine, is a synthetic analog to deoxyadenosine that
has a mechanism of action similar to that of acyclovir. It is also effective for the treatment of various human herpes
viruses. However, because of possible side effects involving low white blood cell counts and neurotoxicity, treatment
with acyclovir is now preferred.

Ribavirin, another synthetic guanosine analog, works by a mechanism of action that is not entirely clear. It appears
to interfere with both DNA and RNA synthesis, perhaps by reducing intracellular pools of guanosine triphosphate
(GTP). Ribavarin also appears to inhibit the RNA polymerase of hepatitis C virus. It is primarily used for the
treatment of the RNA viruses like hepatitis C (in combination therapy with interferon) and respiratory syncytial
virus. Possible side effects of ribavirin use include anemia and developmental effects on unborn children in pregnant
patients. In recent years, another nucleotide analog, sofosbuvir (Solvaldi), has also been developed for the treatment
of hepatitis C. Sofosbuvir is a uridine analog that interferes with viral polymerase activity. It is commonly
coadministered with ribavirin, with and without interferon.

Inhibition of nucleic acid synthesis is not the only target of synthetic antivirals. Although the mode of action of
amantadine and its relative rimantadine are not entirely clear, these drugs appear to bind to a transmembrane protein
that is involved in the escape of the influenza virus from endosomes. Blocking escape of the virus also prevents viral
RNA release into host cells and subsequent viral replication. Increasing resistance has limited the use of amantadine
and rimantadine in the treatment of influenza A. Use of amantadine can result in neurological side effects, but the side
effects of rimantadine seem less severe. Interestingly, because of their effects on brain chemicals such as dopamine
and NMDA (N-methyl D-aspartate), amantadine and rimantadine are also used for the treatment of Parkinson’s
disease.

Neuraminidase inhibitors, including olsetamivir (Tamiflu), zanamivir (Relenza), and peramivir (Rapivab),
specifically target influenza viruses by blocking the activity of influenza virus neuraminidase, preventing the release
of the virus from infected cells. These three antivirals can decrease flu symptoms and shorten the duration of illness,
but they differ in their modes of administration: olsetamivir is administered orally, zanamivir is inhaled, and peramivir
is administered intravenously. Resistance to these neuraminidase inhibitors still seems to be minimal.

Pleconaril is a synthetic antiviral under development that showed promise for the treatment of picornaviruses.
Use of pleconaril for the treatment of the common cold caused by rhinoviruses was not approved by the FDA
in 2002 because of lack of proven effectiveness, lack of stability, and association with irregular menstruation. Its
further development for this purpose was halted in 2007. However, pleconaril is still being investigated for use
in the treatment of life-threatening complications of enteroviruses, such as meningitis and sepsis. It is also being
investigated for use in the global eradication of a specific enterovirus, polio.[17] Pleconaril seems to work by binding
to the viral capsid and preventing the uncoating of viral particles inside host cells during viral infection.

Viruses with complex life cycles, such as HIV, can be more difficult to treat. First, HIV targets CD4-positive white
blood cells, which are necessary for a normal immune response to infection. Second, HIV is a retrovirus, meaning

17. M.J. Abzug. “The Enteroviruses: Problems in Need of Treatments.” Journal of Infection 68 no. S1 (2014):108–14.
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that it converts its RNA genome into a DNA copy that integrates into the host cell’s genome, thus hiding within host
cell DNA. Third, the HIV reverse transcriptase lacks proofreading activity and introduces mutations that allow for
rapid development of antiviral drug resistance. To help prevent the emergence of resistance, a combination of specific
synthetic antiviral drugs is typically used in ART for HIV (Figure 14.17).

The reverse transcriptase inhibitors block the early step of converting viral RNA genome into DNA, and can
include competitive nucleoside analog inhibitors (e.g., azidothymidine/zidovudine, or AZT) and non-nucleoside
noncompetitive inhibitors (e.g., etravirine) that bind reverse transcriptase and cause an inactivating conformational
change. Drugs called protease inhibitors (e.g., ritonavir) block the processing of viral proteins and prevent viral
maturation. Protease inhibitors are also being developed for the treatment of other viral types.[18] For example,
simeprevir (Olysio) has been approved for the treatment of hepatitis C and is administered with ribavirin and
interferon in combination therapy. The integrase inhibitors (e.g., raltegravir), block the activity of the HIV integrase
responsible for the recombination of a DNA copy of the viral genome into the host cell chromosome. Additional drug
classes for HIV treatment include the CCR5 antagonists and the fusion inhibitors (e.g., enfuviritide), which prevent
the binding of HIV to the host cell coreceptor (chemokine receptor type 5 [CCR5]) and the merging of the viral
envelope with the host cell membrane, respectively. Table 14.10 shows the various therapeutic classes of antiviral
drugs, categorized by mode of action, with examples of each.

18. B.L. Pearlman. “Protease Inhibitors for the Treatment of Chronic Hepatitis C Genotype-1 Infection: The New Standard of Care.” Lancet

Infectious Diseases 12 no. 9 (2012):717–728.
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Figure 14.16 Acyclovir is a structural analog of guanosine. It is specifically activated by the viral enzyme thymidine
kinase and then preferentially binds to viral DNA polymerase, leading to chain termination during DNA replication.
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Figure 14.17 Antiretroviral therapy (ART) is typically used for the treatment of HIV. The targets of drug classes
currently in use are shown here. (credit: modification of work by Thomas Splettstoesser)

Common Antiviral Drugs

Mechanism of Action Drug Clinical Uses

Acyclovir Herpes virus infections

Azidothymidine/
zidovudine (AZT)

HIV infections

Ribavirin Hepatitis C virus and respiratory syncytial
virus infections

Vidarabine Herpes virus infections

Nucleoside analog inhibition of nucleic
acid synthesis

Sofosbuvir Hepatitis C virus infections

Non-nucleoside noncompetitive
inhibition

Etravirine HIV infections

Inhibit escape of virus from
endosomes

Amantadine,
rimantadine

Infections with influenza virus

Inhibit neuraminadase Olsetamivir, zanamivir,
peramivir

Infections with influenza virus

Table 14.10
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Common Antiviral Drugs

Mechanism of Action Drug Clinical Uses

Inhibit viral uncoating Pleconaril Serious enterovirus infections

Ritonavir HIV infectionsInhibition of protease

Simeprevir Hepatitis C virus infections

Inhibition of integrase Raltegravir HIV infections

Inhibition of membrane fusion Enfuviritide HIV infections

Table 14.10

• Why is HIV difficult to treat with antivirals?

To learn more about the various classes of antiretroviral drugs used in the ART
of HIV infection, explore each of the drugs in the HIV drug classes provided by
US Department of Health and Human Services at this (https://openstax.org/l/
22HIVUSDepthea) website.

14.5 Drug Resistance

Learning Objectives
• Explain the concept of drug resistance

• Describe how microorganisms develop or acquire drug resistance

• Describe the different mechanisms of antimicrobial drug resistance

Antimicrobial resistance is not a new phenomenon. In nature, microbes are constantly evolving in order to overcome
the antimicrobial compounds produced by other microorganisms. Human development of antimicrobial drugs and
their widespread clinical use has simply provided another selective pressure that promotes further evolution. Several
important factors can accelerate the evolution of drug resistance. These include the overuse and misuse of
antimicrobials, inappropriate use of antimicrobials, subtherapeutic dosing, and patient noncompliance with the
recommended course of treatment.

Exposure of a pathogen to an antimicrobial compound can select for chromosomal mutations conferring resistance,
which can be transferred vertically to subsequent microbial generations and eventually become predominant in a
microbial population that is repeatedly exposed to the antimicrobial. Alternatively, many genes responsible for drug
resistance are found on plasmids or in transposons that can be transferred easily between microbes through horizontal
gene transfer (see How Asexual Prokaryotes Achieve Genetic Diversity). Transposons also have the ability
to move resistance genes between plasmids and chromosomes to further promote the spread of resistance.

Link to Learning
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Mechanisms for Drug Resistance

There are several common mechanisms for drug resistance, which are summarized in Figure 14.18. These
mechanisms include enzymatic modification of the drug, modification of the antimicrobial target, and prevention of
drug penetration or accumulation.

Figure 14.18 There are multiple strategies that microbes use to develop resistance to antimicrobial drugs. (Not
shown: target overproduction, target mimicry, and enzymatic bypass). (credit: modification of work by Gerard D
Wright)

Drug Modification or Inactivation

Resistance genes may code for enzymes that chemically modify an antimicrobial, thereby inactivating it, or destroy
an antimicrobial through hydrolysis. Resistance to many types of antimicrobials occurs through this mechanism. For
example, aminoglycoside resistance can occur through enzymatic transfer of chemical groups to the drug molecule,
impairing the binding of the drug to its bacterial target. For β-lactams, bacterial resistance can involve the enzymatic
hydrolysis of the β-lactam bond within the β-lactam ring of the drug molecule. Once the β-lactam bond is broken,
the drug loses its antibacterial activity. This mechanism of resistance is mediated by β-lactamases, which are the
most common mechanism of β-lactam resistance. Inactivation of rifampin commonly occurs through glycosylation,
phosphorylation, or adenosine diphosphate (ADP) ribosylation, and resistance to macrolides and lincosamides can
also occur due to enzymatic inactivation of the drug or modification.

Prevention of Cellular Uptake or Efflux

Microbes may develop resistance mechanisms that involve inhibiting the accumulation of an antimicrobial drug,
which then prevents the drug from reaching its cellular target. This strategy is common among gram-negative
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pathogens and can involve changes in outer membrane lipid composition, porin channel selectivity, and/or porin
channel concentrations. For example, a common mechanism of carbapenem resistance among Pseudomonas
aeruginosa is to decrease the amount of its OprD porin, which is the primary portal of entry for carbapenems through
the outer membrane of this pathogen. Additionally, many gram-positive and gram-negative pathogenic bacteria
produce efflux pumps that actively transport an antimicrobial drug out of the cell and prevent the accumulation of
drug to a level that would be antibacterial. For example, resistance to β-lactams, tetracyclines, and fluoroquinolones
commonly occurs through active efflux out of the cell, and it is rather common for a single efflux pump to have the
ability to translocate multiple types of antimicrobials.

Target Modification

Because antimicrobial drugs have very specific targets, structural changes to those targets can prevent drug binding,
rendering the drug ineffective. Through spontaneous mutations in the genes encoding antibacterial drug targets,
bacteria have an evolutionary advantage that allows them to develop resistance to drugs. This mechanism of resistance
development is quite common. Genetic changes impacting the active site of penicillin-binding proteins (PBPs) can
inhibit the binding of β-lactam drugs and provide resistance to multiple drugs within this class. This mechanism is
very common among strains of Streptococcus pneumoniae, which alter their own PBPs through genetic mechanisms.
In contrast, strains of Staphylococcus aureus develop resistance to methicillin (MRSA) through the acquisition of
a new low-affinity PBP, rather than structurally alter their existing PBPs. Not only does this new low-affinity PBP
provide resistance to methicillin but it provides resistance to virtually all β-lactam drugs, with the exception of the
newer fifth-generation cephalosporins designed specifically to kill MRSA. Other examples of this resistance strategy
include alterations in

• ribosome subunits, providing resistance to macrolides, tetracyclines, and aminoglycosides;

• lipopolysaccharide (LPS) structure, providing resistance to polymyxins;

• RNA polymerase, providing resistance to rifampin;

• DNA gyrase, providing resistance to fluoroquinolones;

• metabolic enzymes, providing resistance to sulfa drugs, sulfones, and trimethoprim; and

• peptidoglycan subunit peptide chains, providing resistance to glycopeptides.

Target Overproduction or Enzymatic Bypass

When an antimicrobial drug functions as an antimetabolite, targeting a specific enzyme to inhibit its activity, there
are additional ways that microbial resistance may occur. First, the microbe may overproduce the target enzyme such
that there is a sufficient amount of antimicrobial-free enzyme to carry out the proper enzymatic reaction. Second,
the bacterial cell may develop a bypass that circumvents the need for the functional target enzyme. Both of these
strategies have been found as mechanisms of sulfonamide resistance. Vancomycin resistance among S. aureus has
been shown to involve the decreased cross-linkage of peptide chains in the bacterial cell wall, which provides an
increase in targets for vancomycin to bind to in the outer cell wall. Increased binding of vancomycin in the outer cell
wall provides a blockage that prevents free drug molecules from penetrating to where they can block new cell wall
synthesis.

Target Mimicry

A recently discovered mechanism of resistance called target mimicry involves the production of proteins that bind
and sequester drugs, preventing the drugs from binding to their target. For example, Mycobacterium tuberculosis
produces a protein with regular pentapeptide repeats that appears to mimic the structure of DNA. This protein binds
fluoroquinolones, sequestering them and keeping them from binding to DNA, providing M. tuberculosis resistance
to fluoroquinolones. Proteins that mimic the A-site of the bacterial ribosome have been found to contribute to
aminoglycoside resistance as well.[19]

19. D.H. Fong, A.M. Berghuis. “Substrate Promiscuity of an Aminoglycoside Antibiotic Resistance Enzyme Via Target Mimicry.” EMBO
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• List several mechanisms for drug resistance.

Multidrug-Resistant Microbes and Cross Resistance

From a clinical perspective, our greatest concerns are multidrug-resistant microbes (MDRs) and cross resistance.
MDRs are colloquially known as “superbugs” and carry one or more resistance mechanism(s), making them resistant
to multiple antimicrobials. In cross-resistance, a single resistance mechanism confers resistance to multiple
antimicrobial drugs. For example, having an efflux pump that can export multiple antimicrobial drugs is a common
way for microbes to be resistant to multiple drugs by using a single resistance mechanism. In recent years, several
clinically important superbugs have emerged, and the CDC reports that superbugs are responsible for more than 2
million infections in the US annually, resulting in at least 23,000 fatalities.[20] Several of the superbugs discussed in
the following sections have been dubbed the ESKAPE pathogens. This acronym refers to the names of the pathogens
(Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, Acinetobacter baumannii, Pseudomonas
aeruginosa and Enterobacter spp.) but it is also fitting in that these pathogens are able to “escape” many conventional
forms of antimicrobial therapy. As such, infections by ESKAPE pathogens can be difficult to treat and they cause a
large number of nosocomial infections.

Methicillin-Resistant Staphylococcus aureus (MRSA)

Methicillin, a semisynthetic penicillin, was designed to resist inactivation by β-lactamases. Unfortunately, soon after
the introduction of methicillin to clinical practice, methicillin-resistant strains of S. aureus appeared and started to
spread. The mechanism of resistance, acquisition of a new low-affinity PBP, provided S. aureus with resistance to
all available β-lactams. Strains of methicillin-resistant S. aureus (MRSA) are widespread opportunistic pathogens
and a particular concern for skin and other wound infections, but may also cause pneumonia and septicemia.
Although originally a problem in health-care settings (hospital-acquired MRSA [HA-MRSA]), MRSA infections are
now also acquired through contact with contaminated members of the general public, called community-associated
MRSA (CA-MRSA). Approximately one-third of the population carries S. aureus as a member of their normal nasal
microbiota without illness, and about 6% of these strains are methicillin resistant.[21][22]

Clavulanic Acid: Penicillin’s Little Helper

With the introduction of penicillin in the early 1940s, and its subsequent mass production, society began to
think of antibiotics as miracle cures for a wide range of infectious diseases. Unfortunately, as early as 1945,
penicillin resistance was first documented and started to spread. Greater than 90% of current S. aureus clinical
isolates are resistant to penicillin.[23]

Although developing new antimicrobial drugs is one solution to this problem, scientists have explored new

Micro Connections

Journal 21 no. 10 (2002):2323–2331.

20. Centers for Disease Control and Prevention. “Antibiotic/Antimicrobial Resistance.” http://www.cdc.gov/drugresistance/index.html.

Accessed June 2, 2016.

21. A.S. Kalokhe et al. “Multidrug-Resistant Tuberculosis Drug Susceptibility and Molecular Diagnostic Testing: A Review of the

Literature. American Journal of the Medical Sciences 345 no. 2 (2013):143–148.

22. Centers for Disease Control and Prevention. “Methicillin-Resistant Staphylococcus aureus (MRSA): General Information About MRSA

in the Community.” http://www.cdc.gov/mrsa/community/index.html. Accessed June 2, 2016
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approaches, including the development of compounds that inactivate resistance mechanisms. The
development of clavulanic acid represents an early example of this strategy. Clavulanic acid is a molecule
produced by the bacterium Streptococcus clavuligerus. It contains a β-lactam ring, making it structurally similar
to penicillin and other β-lactams, but shows no clinical effectiveness when administered on its own. Instead,
clavulanic acid binds irreversibly within the active site of β-lactamases and prevents them from inactivating a
coadministered penicillin.

Clavulanic acid was first developed in the 1970s and was mass marketed in combination with amoxicillin
beginning in the 1980s under the brand name Augmentin. As is typically the case, resistance to the amoxicillin-
clavulanic acid combination soon appeared. Resistance most commonly results from bacteria increasing
production of their β-lactamase and overwhelming the inhibitory effects of clavulanic acid, mutating their β-
lactamase so it is no longer inhibited by clavulanic acid, or from acquiring a new β-lactamase that is not
inhibited by clavulanic acid. Despite increasing resistance concerns, clavulanic acid and related β-lactamase
inhibitors (sulbactam and tazobactam) represent an important new strategy: the development of compounds
that directly inhibit antimicrobial resistance-conferring enzymes.

Vancomycin-Resistant Enterococci and Staphylococcus aureus

Vancomycin is only effective against gram-positive organisms, and it is used to treat wound infections, septic
infections, endocarditis, and meningitis that are caused by pathogens resistant to other antibiotics. It is considered
one of the last lines of defense against such resistant infections, including MRSA. With the rise of antibiotic
resistance in the 1970s and 1980s, vancomycin use increased, and it is not surprising that we saw the emergence and
spread of vancomycin-resistant enterococci (VRE), vancomycin-resistant S. aureus (VRSA), and vancomycin-
intermediate S. aureus (VISA). The mechanism of vancomycin resistance among enterococci is target modification
involving a structural change to the peptide component of the peptidoglycan subunits, preventing vancomycin from
binding. These strains are typically spread among patients in clinical settings by contact with health-care workers and
contaminated surfaces and medical equipment.

VISA and VRSA strains differ from each other in the mechanism of resistance and the degree of resistance each
mechanism confers. VISA strains exhibit intermediate resistance, with a minimum inhibitory concentration (MIC) of
4–8 μg/mL, and the mechanism involves an increase in vancomycin targets. VISA strains decrease the crosslinking
of peptide chains in the cell wall, providing an increase in vancomycin targets that trap vancomycin in the outer cell
wall. In contrast, VRSA strains acquire vancomycin resistance through horizontal transfer of resistance genes from
VRE, an opportunity provided in individuals coinfected with both VRE and MRSA. VRSA exhibit a higher level of
resistance, with MICs of 16 μg/mL or higher.[24] In the case of all three types of vancomycin-resistant bacteria, rapid
clinical identification is necessary so proper procedures to limit spread can be implemented. The oxazolidinones like
linezolid are useful for the treatment of these vancomycin-resistant, opportunistic pathogens, as well as MRSA.

Extended-Spectrum β-Lactamase–Producing Gram-Negative Pathogens

Gram-negative pathogens that produce extended-spectrum β-lactamases (ESBLs) show resistance well beyond just
penicillins. The spectrum of β-lactams inactivated by ESBLs provides for resistance to all penicillins, cephalosporins,
monobactams, and the β-lactamase-inhibitor combinations, but not the carbapenems. An even greater concern is that
the genes encoding for ESBLs are usually found on mobile plasmids that also contain genes for resistance to other
drug classes (e.g., fluoroquinolones, aminoglycosides, tetracyclines), and may be readily spread to other bacteria
by horizontal gene transfer. These multidrug-resistant bacteria are members of the intestinal microbiota of some
individuals, but they are also important causes of opportunistic infections in hospitalized patients, from whom they

23. F.D. Lowy. “Antimicrobial Resistance: The Example of Staphylococcus aureus.” Journal of Clinical Investigation 111 no. 9

(2003):1265–1273.

24. Centers for Disease Control and Prevention. “Healthcare-Associated Infections (HIA): General Information about VISA/VRSA.”

http://www.cdc.gov/HAI/organisms/visa_vrsa/visa_vrsa.html. Accessed June 2, 2016.
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can be spread to other people.

Carbapenem-Resistant Gram-Negative Bacteria

The occurrence of carbapenem-resistant Enterobacteriaceae (CRE) and carbapenem resistance among other gram-
negative bacteria (e.g., P. aeruginosa, Acinetobacter baumannii, Stenotrophomonas maltophila) is a growing health-
care concern. These pathogens develop resistance to carbapenems through a variety of mechanisms, including
production of carbapenemases (broad-spectrum β-lactamases that inactivate all β-lactams, including carbapenems),
active efflux of carbapenems out of the cell, and/or prevention of carbapenem entry through porin channels. Similar
to concerns with ESBLs, carbapenem-resistant, gram-negative pathogens are usually resistant to multiple classes of
antibacterials, and some have even developed pan-resistance (resistance to all available antibacterials). Infections
with carbapenem-resistant, gram-negative pathogens commonly occur in health-care settings through interaction with
contaminated individuals or medical devices, or as a result of surgery.

Multidrug-Resistant Mycobacterium tuberculosis

The emergence of multidrug-resistant Mycobacterium tuberculosis (MDR-TB) and extensively drug-resistant
Mycobacterium tuberculosis (XDR-TB) is also of significant global concern. MDR-TB strains are resistant to both
rifampin and isoniazid, the drug combination typically prescribed for treatment of tuberculosis. XDR-TB strains
are additionally resistant to any fluoroquinolone and at least one of three other drugs (amikacin, kanamycin, or
capreomycin) used as a second line of treatment, leaving these patients very few treatment options. Both types
of pathogens are particularly problematic in immunocompromised persons, including those suffering from HIV
infection. The development of resistance in these strains often results from the incorrect use of antimicrobials for
tuberculosis treatment, selecting for resistance.

• How does drug resistance lead to superbugs?

To learn more about the top 18 drug-resistant threats (https://openstax.org/l/
22CDC18drugres) to the US, visit the CDC’s website.

Factory Farming and Drug Resistance

Although animal husbandry has long been a major part of agriculture in America, the rise of concentrated
animal feeding operations (CAFOs) since the 1950s has brought about some new environmental issues,
including the contamination of water and air with biological waste, and ethical issues regarding animal rights
also are associated with growing animals in this way. Additionally, the increase in CAFOs involves the
extensive use of antimicrobial drugs in raising livestock. Antimicrobials are used to prevent the development
of infectious disease in the close quarters of CAFOs; however, the majority of antimicrobials used in factory

Link to Learning
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646 Chapter 14 | Antimicrobial Drugs

This OpenStax book is available for free at http://cnx.org/content/col12087/1.5

https://openstax.org/l/22CDC18drugres
https://openstax.org/l/22CDC18drugres


farming are for the promotion of growth—in other words, to grow larger animals.

The mechanism underlying this enhanced growth remains unclear. These antibiotics may not necessarily be
the same as those used clinically for humans, but they are structurally related to drugs used for humans. As a
result, use of antimicrobial drugs in animals can select for antimicrobial resistance, with these resistant bacteria
becoming cross-resistant to drugs typically used in humans. For example, tylosin use in animals appears to
select for bacteria also cross-resistant to other macrolides, including erythromycin, commonly used in humans.

Concentrations of the drug-resistant bacterial strains generated by CAFOs become increased in water and
soil surrounding these farms. If not directly pathogenic in humans, these resistant bacteria may serve as a
reservoir of mobile genetic elements that can then pass resistance genes to human pathogens. Fortunately,
the cooking process typically inactivates any antimicrobials remaining in meat, so humans typically are not
directly ingesting these drugs. Nevertheless, many people are calling for more judicious use of these drugs,
perhaps charging farmers user fees to reduce indiscriminate use. In fact, in 2012, the FDA published guidelines
for farmers who voluntarily phase out the use of antimicrobial drugs except under veterinary supervision and
when necessary to ensure animal health. Although following the guidelines is voluntary at this time, the FDA
does recommend what it calls “judicious” use of antimicrobial drugs in food-producing animals in an effort to
decrease antimicrobial resistance.

Part 3

Unfortunately, Marisa’s urinary tract infection did not resolve with ciprofloxacin treatment. Laboratory testing
showed that her infection was caused by a strain of Klebsiella pneumoniae with significant antimicrobial
resistance. The resistance profile of this K. pneumoniae included resistance to the carbapenem class of
antibacterials, a group of β-lactams that is typically reserved for the treatment of highly resistant bacteria. K.
pneumoniae is an opportunistic, capsulated, gram-negative rod that may be a member of the normal microbiota
of the intestinal tract, but may also cause a number of diseases, including pneumonia and UTIs.

Specific laboratory tests looking for carbapenemase production were performed on Marisa’s samples and
came back positive. Based upon this result, in combination with her health history, production of a
carbapenemase known as the New Delhi Metallo-β-lactamase (NDM) was suspected. Although the origin of
the NDM carbapenemase is not completely known, many patients infected with NDM-containing strains have
travel histories involving hospitalizations in India or surrounding countries.

• How would doctors determine which types of antimicrobial drugs should be administered?

Jump to the next Clinical Focus box. Go back to the previous Clinical Focus box.

14.6 Testing the Effectiveness of Antimicrobials

Learning Objectives
• Describe how the Kirby-Bauer disk diffusion test determines the susceptibility of a microbe to an antibacterial

drug.

• Explain the significance of the minimal inhibitory concentration and the minimal bactericidal concentration
relative to the effectiveness of an antimicrobial drug.

Testing the effectiveness of antimicrobial drugs against specific organisms is important in identifying their spectrum
of activity and the therapeutic dosage. This type of test, generally described as antimicrobial susceptibility testing
(AST), is commonly performed in a clinical laboratory. In this section, we will discuss common methods of testing

Clinical Focus
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the effectiveness of antimicrobials.

The Kirby-Bauer Disk Diffusion Test

The Kirby-Bauer disk diffusion test has long been used as a starting point for determining the susceptibility of
specific microbes to various antimicrobial drugs. The Kirby-Bauer assay starts with a Mueller-Hinton agar plate on
which a confluent lawn is inoculated with a patient’s isolated bacterial pathogen. Filter paper disks impregnated with
known amounts of antibacterial drugs to be tested are then placed on the agar plate. As the bacterial inoculum grows,
antibiotic diffuses from the circular disk into the agar and interacts with the growing bacteria. Antibacterial activity
is observed as a clear circular zone of inhibition around the drug-impregnated disk, similar to the disk-diffusion
assay depicted in Figure 13.31. The diameter of the zone of inhibition, measured in millimeters and compared to a
standardized chart, determines the susceptibility or resistance of the bacterial pathogen to the drug.

There are multiple factors that determine the size of a zone of inhibition in this assay, including drug solubility, rate
of drug diffusion through agar, the thickness of the agar medium, and the drug concentration impregnated into the
disk. Due to a lack of standardization of these factors, interpretation of the Kirby-Bauer disk diffusion assay provides
only limited information on susceptibility and resistance to the drugs tested. The assay cannot distinguish between
bacteriostatic and bactericidal activities, and differences in zone sizes cannot be used to compare drug potencies or
efficacies. Comparison of zone sizes to a standardized chart will only provide information on the antibacterials to
which a bacterial pathogen is susceptible or resistant.

• How does one use the information from a Kirby-Bauer assay to predict the therapeutic effectiveness of an
antimicrobial drug in a patient?

Antibiograms: Taking Some of the Guesswork Out of Prescriptions

Unfortunately, infectious diseases don’t take a time-out for lab work. As a result, physicians rarely have the
luxury of conducting susceptibility testing before they write a prescription. Instead, they rely primarily on the
empirical evidence (i.e., the signs and symptoms of disease) and their professional experience to make an
educated guess as to the diagnosis, causative agent(s), and drug most likely to be effective. This approach
allows treatment to begin sooner so the patient does not have to wait for lab test results. In many cases, the
prescription is effective; however, in an age of increased antimicrobial resistance, it is becoming increasingly
more difficult to select the most appropriate empiric therapy. Selecting an inappropriate empiric therapy not
only puts the patient at risk but may promote greater resistance to the drug prescribed.

Recently, studies have shown that antibiograms are useful tools in the decision-making process of selecting
appropriate empiric therapy. An antibiogram is a compilation of local antibiotic susceptibility data broken
down by bacterial pathogen. In a November 2014 study published in the journal Infection Control and Hospital
Epidemiology, researchers determined that 85% of the prescriptions ordered in skilled nursing facilities were
decided upon empirically, but only 35% of those prescriptions were deemed appropriate when compared with
the eventual pathogen identification and susceptibility profile obtained from the clinical laboratory. However,
in one nursing facility where use of antibiograms was implemented to direct selection of empiric therapy,
appropriateness of empiric therapy increased from 32% before antibiogram implementation to 45% after
implementation of antibiograms.[25] Although these data are preliminary, they do suggest that health-care
facilities can reduce the number of inappropriate prescriptions by using antibiograms to select empiric therapy,
thus benefiting patients and minimizing opportunities for antimicrobial resistance to develop.

Micro Connections
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Visit this website to view an interactive antibiogram (https://openstax.org/l/
22StanUnintanti) provided by Stanford University.

Dilution Tests

As discussed, the limitations of the Kirby-Bauer disk diffusion test do not allow for a direct comparison of
antibacterial potencies to guide selection of the best therapeutic choice. However, antibacterial dilution tests can be
used to determine a particular drug’s minimal inhibitory concentration (MIC), the lowest concentration of drug that
inhibits visible bacterial growth, and minimal bactericidal concentration (MBC), the lowest drug concentration that
kills ≥99.9% of the starting inoculum. Determining these concentrations helps identify the correct drug for a particular
pathogen. For the macrobroth dilution assay, a dilution series of the drug in broth is made in test tubes and the same
number of cells of a test bacterial strain is added to each tube (Figure 14.19). The MIC is determined by examining
the tubes to find the lowest drug concentration that inhibits visible growth; this is observed as turbidity (cloudiness)
in the broth. Tubes with no visible growth are then inoculated onto agar media without antibiotic to determine the
MBC. Generally, serum levels of an antibacterial should be at least three to five times above the MIC for treatment of
an infection.

The MIC assay can also be performed using 96-well microdilution trays, which allow for the use of small volumes
and automated dispensing devices, as well as the testing of multiple antimicrobials and/or microorganisms in one tray
(Figure 14.20). MICs are interpreted as the lowest concentration that inhibits visible growth, the same as for the
macrobroth dilution in test tubes. Growth may also be interpreted visually or by using a spectrophotometer or similar
device to detect turbidity or a color change if an appropriate biochemical substrate that changes color in the presence
of bacterial growth is also included in each well.

The Etest is an alternative method used to determine MIC, and is a combination of the Kirby-Bauer disk diffusion
test and dilution methods. Similar to the Kirby-Bauer assay, a confluent lawn of a bacterial isolate is inoculated onto
the surface of an agar plate. Rather than using circular disks impregnated with one concentration of drug, however,
commercially available plastic strips that contain a gradient of an antibacterial are placed on the surface of the
inoculated agar plate (Figure 14.21). As the bacterial inoculum grows, antibiotic diffuses from the plastic strips into
the agar and interacts with the bacterial cells. Because the rate of drug diffusion is directly related to concentration, an
elliptical zone of inhibition is observed with the Etest drug gradient, rather than a circular zone of inhibition observed
with the Kirby-Bauer assay. To interpret the results, the intersection of the elliptical zone with the gradient on the
drug-containing strip indicates the MIC. Because multiple strips containing different antimicrobials can be placed on
the same plate, the MIC of multiple antimicrobials can be determined concurrently and directly compared. However,
unlike the macrobroth and microbroth dilution methods, the MBC cannot be determined with the Etest.

Link to Learning

25. J.P. Furuno et al. “Using Antibiograms to Improve Antibiotic Prescribing in Skilled Nursing Facilities.” Infection Control and Hospital

Epidemiology 35 no. Suppl S3 (2014):S56–61.
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Figure 14.19 In a dilution test, the lowest dilution that inhibits turbidity (cloudiness) is the MIC. In this example, the
MIC is 8 μg/mL. Broth from samples without turbidity can be inoculated onto plates lacking the antimicrobial drug. The
lowest dilution that kills ≥99.9% of the starting inoculum is observed on the plates is the MBC. (credit: modification of
work by Suzanne Wakim)

Figure 14.20 A microdilution tray can also be used to determine MICs of multiple antimicrobial drugs in a single
assay. In this example, the drug concentrations increase from left to right and the rows with clindamycin, penicillin,
and erythromycin have been indicated to the left of the plate. For penicillin and erythromycin, the lowest
concentrations that inhibited visible growth are indicated by red circles and were 0.06 μg/mL for penicillin and 8 μg/
mL for erythromycin. For clindamycin, visible bacterial growth was observed at every concentration up to 32 μg/mL
and the MIC is interpreted as >32 μg/mL. (credit: modification of work by Centers for Disease Control and Prevention)
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Figure 14.21 The Etest can be used to determine the MIC of an antibiotic. In this Etest, vancomycin is shown to
have a MIC of 1.5 μg/mL against Staphylococcus aureus.

• Compare and contrast MIC and MBC.

Resolution

Marisa’s UTI was likely caused by the catheterizations she had in Vietnam. Most bacteria that cause UTIs are
members of the normal gut microbiota, but they can cause infections when introduced to the urinary tract, as
might have occurred when the catheter was inserted. Alternatively, if the catheter itself was not sterile, bacteria
on its surface could have been introduced into Marisa’s body. The antimicrobial therapy Marisa received in
Cambodia may also have been a complicating factor because it may have selected for antimicrobial-resistant
strains already present in her body. These bacteria would have already contained genes for antimicrobial
resistance, either acquired by spontaneous mutation or through horizontal gene transfer, and, therefore, had
the best evolutionary advantage for adaptation and growth in the presence of the antimicrobial therapy. As a
result, one of these resistant strains may have been subsequently introduced into her urinary tract.

Laboratory testing at the CDC confirmed that the strain of Klebsiella pneumoniae from Marisa’s urine sample
was positive for the presence of NDM, a very active carbapenemase that is beginning to emerge as a new
problem in antimicrobial resistance. While NDM-positive strains are resistant to a wide range of antimicrobials,
they have shown susceptibility to tigecycline (structurally related to tetracycline) and the polymyxins B and E
(colistin).

To prevent her infection from spreading, Marisa was isolated from the other patients in a separate room. All
hospital staff interacting with her were advised to follow strict protocols to prevent surface and equipment
contamination. This would include especially stringent hand hygiene practices and careful disinfection of all
items coming into contact with her.

Marisa’s infection finally responded to tigecycline and eventually cleared. She was discharged a few weeks
after admission, and a follow-up stool sample showed her stool to be free of NDM-containing K. pneumoniae,
meaning that she was no longer harboring the highly resistant bacterium.

Go back to the previous Clinical Focus box.

Clinical Focus
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14.7 Current Strategies for Antimicrobial Discovery

Learning Objectives
• Describe the methods and strategies used for discovery of new antimicrobial agents.

With the continued evolution and spread of antimicrobial resistance, and now the identification of pan-resistant
bacterial pathogens, the search for new antimicrobials is essential for preventing the postantibiotic era. Although
development of more effective semisynthetic derivatives is one strategy, resistance to them develops rapidly because
bacterial pathogens are already resistant to earlier-generation drugs in the family and can easily mutate and develop
resistance to the new semisynthetic drugs. Today, scientists continue to hunt for new antimicrobial compounds and
explore new avenues of antimicrobial discovery and synthesis. They check large numbers of soils and microbial
products for antimicrobial activity by using high-throughput screening methods, which use automation to test large
numbers of samples simultaneously. The recent development of the iChip[26] allows researchers to investigate the
antimicrobial-producing capabilities of soil microbes that are difficult to grow by standard cultivation techniques in
the laboratory. Rather than grow the microbes in the laboratory, they are grown in situ—right in the soil. Use of
the iChip has resulted in the discovery of teixobactin, a novel antimicrobial from Mount Ararat, Turkey. Teixobactin
targets two distinct steps in gram-positive cell wall synthesis and for which antimicrobial resistance appears not yet
to have evolved.

Although soils have been widely examined, other environmental niches have not been tested as fully. Since 70% of
the earth is covered with water, marine environments could be mined more fully for the presence of antimicrobial-
producing microbes. In addition, researchers are using combinatorial chemistry, a method for making a very large
number of related compounds from simple precursors, and testing them for antimicrobial activity. An additional
strategy that needs to be explored further is the development of compounds that inhibit resistance mechanisms and
restore the activity of older drugs, such as the strategy described earlier for β-lactamase inhibitors like clavulanic acid.
Finally, developing inhibitors of virulence factor production and function could be a very important avenue. Although
this strategy would not be directly antibacterial, drugs that slow the progression of an infection could provide an
advantage for the immune system and could be used successfully in combination with antimicrobial drugs.

• What are new sources and strategies for developing drugs to fight infectious diseases?

The (Free?) Market for New Antimicrobials

There used to be plenty of antimicrobial drugs on the market to treat infectious diseases. However, the
spread of antimicrobial resistance has created a need for new antibiotics to replace those that are no longer
as effective as they once were. Unfortunately, pharmaceutical companies are not particularly motivated to
fill this need. As of 2009, all but five pharmaceutical companies had moved away from antimicrobial drug
development.[27] As a result, the number of FDA approvals of new antimicrobials has fallen drastically in recent
decades (Figure 14.22).

Eye on Ethics

26. L. Losee et al. “A New Antibiotic Kills Pathogens Without Detectable Resistance.” Nature 517 no. 7535 (2015):455–459.
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Given that demand usually encourages supply, one might expect pharmaceutical companies to be rushing to
get back in the business of developing new antibiotics. But developing new drugs is a lengthy process and
requires large investments in research and development. Pharmaceutical companies can typically get a higher
return on their investment by developing products for chronic, nonmicrobial diseases like diabetes; such drugs
must be taken for life, and therefore generate more long-term revenue than an antibiotic that does its job in a
week or two. But what will happen when drugs like vancomycin, a superantimicrobial reserved for use as a last
resort, begin to lose their effectiveness against ever more drug-resistant superbugs? Will drug companies wait
until all antibiotics have become useless before beginning to look for new ones?

Recently, it has been suggested that large pharmaceutical companies should be given financial incentives to
pursue such research. In September 2014, the White House released an executive order entitled “Combating
Antibiotic Resistant Bacteria,” calling upon various government agencies and the private sector to work
together to “accelerate basic and applied research and development for new antimicrobials, other therapeutics,
and vaccines.”[28] As a result, as of March 2015, President Obama’s proposed fiscal year 2016 budget
doubled the amount of federal funding to $1.2 billion for “combating and preventing antibiotic resistance,” which
includes money for antimicrobial research and development.[29] Similar suggestions have also been made on
a global scale. In December 2014, a report chaired by former Goldman Sachs economist Jim O’Neill was
published in The Review on Antimicrobial Resistance.[30]

These developments reflect the growing belief that for-profit pharmaceutical companies must be subsidized
to encourage development of new antimicrobials. But some ask whether pharmaceutical development should
be motivated by profit at all. Given that millions of lives may hang in the balance, some might argue that drug
companies have an ethical obligation to devote their research and development efforts to high-utility drugs,
as opposed to highly profitable ones. Yet this obligation conflicts with the fundamental goals of a for-profit
company. Are government subsidies enough to ensure that drug companies make the public interest a priority,
or should government agencies assume responsibility for developing critical drugs that may have little or no
return on investment?

Figure 14.22 In recent decades, approvals of new antimicrobials by the FDA have steadily fallen. In the five-
year period from 1983–1987, 16 new antimicrobial drugs were approved, compared to just two from
2008–2012.

27. H.W. Boucher et al. “Bad Bugs, No Drugs: No ESKAPE! An Update from the Infectious Diseases Society of America.” Clinical

Infectious Diseases 48 no. 1 (2009):1–12.
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To further examine the scope of the problem, view this (https://openstax.org/l/
22PBSDecAntimic) video.

To learn more (https://openstax.org/l/22MSUAntResLeaH) about the history
of antimicrobial drug discovery, visit Michigan State University’s Antimicrobial
Resistance Learning Site.

Summary

14.1 History of Chemotherapy and Antimicrobial Discovery
• Antimicrobial drugs produced by purposeful fermentation and/or contained in plants have been used as

traditional medicines in many cultures for millennia.

• The purposeful and systematic search for a chemical “magic bullet” that specifically target infectious microbes
was initiated by Paul Ehrlich in the early 20th century.

• The discovery of the natural antibiotic, penicillin, by Alexander Fleming in 1928 started the modern age of
antimicrobial discovery and research.

• Sulfanilamide, the first synthetic antimicrobial, was discovered by Gerhard Domagk and colleagues and is a
breakdown product of the synthetic dye, prontosil.

14.2 Fundamentals of Antimicrobial Chemotherapy
• Antimicrobial drugs can be bacteriostatic or bactericidal, and these characteristics are important

considerations when selecting the most appropriate drug.

• The use of narrow-spectrum antimicrobial drugs is preferred in many cases to avoid superinfection and the
development of antimicrobial resistance.

• Broad-spectrum antimicrobial use is warranted for serious systemic infections when there is no time to
determine the causative agent, when narrow-spectrum antimicrobials fail, or for the treatment or prevention
of infections with multiple types of microbes.

• The dosage and route of administration are important considerations when selecting an antimicrobial to treat
and infection. Other considerations include the patient’s age, mass, ability to take oral medications, liver and
kidney function, and possible interactions with other drugs the patient may be taking.

14.3 Mechanisms of Antibacterial Drugs
• Antibacterial compounds exhibit selective toxicity, largely due to differences between prokaryotic and

eukaryotic cell structure.

• Cell wall synthesis inhibitors, including the β-lactams, the glycopeptides, and bacitracin, interfere with
peptidoglycan synthesis, making bacterial cells more prone to osmotic lysis.

• There are a variety of broad-spectrum, bacterial protein synthesis inhibitors that selectively target the
prokaryotic 70S ribosome, including those that bind to the 30S subunit (aminoglycosides and tetracyclines)
and others that bind to the 50S subunit (macrolides, lincosamides, chloramphenicol, and oxazolidinones).

• Polymyxins are lipophilic polypeptide antibiotics that target the lipopolysaccharide component of gram-
negative bacteria and ultimately disrupt the integrity of the outer and inner membranes of these bacteria.

Link to Learning

28. The White House. National Action Plan for Combating Antibiotic-Resistant Bacteria. Washington, DC: The White House, 2015.

29. White House Office of the Press Secretary. “Fact Sheet: Obama Administration Releases National Action Plan to Combat Antibiotic-

Resistant Bacteria.” March 27, 2015. https://www.whitehouse.gov/the-press-office/2015/03/27/fact-sheet-obama-administration-releases-

national-action-plan-combat-ant

30. Review on Antimicrobial Resistance. http://amr-review.org. Accessed June 1, 2016.
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• The nucleic acid synthesis inhibitors rifamycins and fluoroquinolones target bacterial RNA transcription and
DNA replication, respectively.

• Some antibacterial drugs are antimetabolites, acting as competitive inhibitors for bacterial metabolic
enzymes. Sulfonamides and trimethoprim are antimetabolites that interfere with bacterial folic acid
synthesis. Isoniazid is an antimetabolite that interferes with mycolic acid synthesis in mycobacteria.

14.4 Mechanisms of Other Antimicrobial Drugs
• Because fungi, protozoans, and helminths are eukaryotic organisms like human cells, it is more challenging to

develop antimicrobial drugs that specifically target them. Similarly, it is hard to target viruses because human
viruses replicate inside of human cells.

• Antifungal drugs interfere with ergosterol synthesis, bind to ergosterol to disrupt fungal cell membrane
integrity, or target cell wall-specific components or other cellular proteins.

• Antiprotozoan drugs increase cellular levels of reactive oxygen species, interfere with protozoal DNA
replication (nuclear versus kDNA, respectively), and disrupt heme detoxification.

• Antihelminthic drugs disrupt helminthic and protozoan microtubule formation; block neuronal
transmissions; inhibit anaerobic ATP formation and/or oxidative phosphorylation; induce a calcium influx in
tapeworms, leading to spasms and paralysis; and interfere with RNA synthesis in schistosomes.

• Antiviral drugs inhibit viral entry, inhibit viral uncoating, inhibit nucleic acid biosynthesis, prevent viral
escape from endosomes in host cells, and prevent viral release from infected cells.

• Because it can easily mutate to become drug resistant, HIV is typically treated with a combination of several
antiretroviral drugs, which may include reverse transcriptase inhibitors, protease inhibitors, integrase
inhibitors, and drugs that interfere with viral binding and fusion to initiate infection.

14.5 Drug Resistance
• Antimicrobial resistance is on the rise and is the result of selection of drug-resistant strains in clinical

environments, the overuse and misuse of antibacterials, the use of subtherapeutic doses of antibacterial drugs,
and poor patient compliance with antibacterial drug therapies.

• Drug resistance genes are often carried on plasmids or in transposons that can undergo vertical transfer easily
and between microbes through horizontal gene transfer.

• Common modes of antimicrobial drug resistance include drug modification or inactivation, prevention of
cellular uptake or efflux, target modification, target overproduction or enzymatic bypass, and target mimicry.

• Problematic microbial strains showing extensive antimicrobial resistance are emerging; many of these strains
can reside as members of the normal microbiota in individuals but also can cause opportunistic infection. The
transmission of many of these highly resistant microbial strains often occurs in clinical settings, but can also
be community-acquired.

14.6 Testing the Effectiveness of Antimicrobials
• The Kirby-Bauer disk diffusion test helps determine the susceptibility of a microorganism to various

antimicrobial drugs. However, the zones of inhibition measured must be correlated to known standards to
determine susceptibility and resistance, and do not provide information on bactericidal versus bacteriostatic
activity, or allow for direct comparison of drug potencies.

• Antibiograms are useful for monitoring local trends in antimicrobial resistance/susceptibility and for directing
appropriate selection of empiric antibacterial therapy.

• There are several laboratory methods available for determining the minimum inhibitory concentration
(MIC) of an antimicrobial drug against a specific microbe. The minimal bactericidal concentration (MBC)
can also be determined, typically as a follow-up experiment to MIC determination using the tube dilution
method.

14.7 Current Strategies for Antimicrobial Discovery
• Current research into the development of antimicrobial drugs involves the use of high-throughput screening

and combinatorial chemistry technologies.
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• New technologies are being developed to discover novel antibiotics from soil microorganisms that cannot be
cultured by standard laboratory methods.

• Additional strategies include searching for antibiotics from sources other than soil, identifying new
antibacterial targets, using combinatorial chemistry to develop novel drugs, developing drugs that inhibit
resistance mechanisms, and developing drugs that target virulence factors and hold infections in check.

Multiple Choice

1. A scientist discovers that a soil bacterium he has
been studying produces an antimicrobial that kills gram-
negative bacteria. She isolates and purifies the
antimicrobial compound, then chemically converts a
chemical side chain to a hydroxyl group. When she
tests the antimicrobial properties of this new version,
she finds that this antimicrobial drug can now also kill
gram-positive bacteria. The new antimicrobial drug with
broad-spectrum activity is considered to be which of the
following?

a. resistant
b. semisynthetic
c. synthetic
d. natural

2. Which of the following antimicrobial drugs is
synthetic?

a. sulfanilamide
b. penicillin
c. actinomycin
d. neomycin

3. Which of the following combinations would most
likely contribute to the development of a superinfection?

a. long-term use of narrow-spectrum antimicrobials
b. long-term use of broad-spectrum antimicrobials
c. short-term use of narrow-spectrum

antimicrobials
d. short-term use of broad-spectrum antimicrobials

4. Which of the following routes of administration
would be appropriate and convenient for home
administration of an antimicrobial to treat a systemic
infection?

a. oral
b. intravenous
c. topical
d. parenteral

5. Which clinical situation would be appropriate for
treatment with a narrow-spectrum antimicrobial drug?

a. treatment of a polymicrobic mixed infection in
the intestine

b. prophylaxis against infection after a surgical
procedure

c. treatment of strep throat caused by culture
identified Streptococcus pyogenes

d. empiric therapy of pneumonia while waiting for
culture results

6. Which of the following terms refers to the ability of
an antimicrobial drug to harm the target microbe without
harming the host?

a. mode of action
b. therapeutic level
c. spectrum of activity
d. selective toxicity

7. Which of the following is not a type of β-lactam
antimicrobial?

a. penicillins
b. glycopeptides
c. cephalosporins
d. monobactams

8. Which of the following does not bind to the 50S
ribosomal subunit?

a. tetracyclines
b. lincosamides
c. macrolides
d. chloramphenicol

9. Which of the following antimicrobials inhibits the
activity of DNA gyrase?

a. polymyxin B
b. clindamycin
c. nalidixic acid
d. rifampin

Review Questions
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10. Which of the following is not an appropriate target
for antifungal drugs?

a. ergosterol
b. chitin
c. cholesterol
d. β(1→3) glucan

11. Which of the following drug classes specifically
inhibits neuronal transmission in helminths?

a. quinolines
b. avermectins
c. amantadines
d. imidazoles

12. Which of the following is a nucleoside analog
commonly used as a reverse transcriptase inhibitor in the
treatment of HIV?

a. acyclovir
b. ribavirin
c. adenine-arabinoside
d. azidothymidine

13. Which of the following is an antimalarial drug that
is thought to increase ROS levels in target cells?

a. artemisinin
b. amphotericin b
c. praziquantel
d. pleconaril

14. Which of the following resistance mechanisms
describes the function of β-lactamase?

a. efflux pump
b. target mimicry
c. drug inactivation
d. target overproduction

15. Which of the following resistance mechanisms is
commonly effective against a wide range of
antimicrobials in multiple classes?

a. efflux pump
b. target mimicry
c. target modification
d. target overproduction

16. Which of the following resistance mechanisms is
the most nonspecific to a particular class of
antimicrobials?

a. drug modification
b. target mimicry
c. target modification
d. efflux pump

17. Which of the following types of drug-resistant
bacteria do not typically persist in individuals as a
member of their intestinal microbiota?

a. MRSA
b. VRE
c. CRE
d. ESBL-producing bacteria

18. In the Kirby-Bauer disk diffusion test, the _______
of the zone of inhibition is measured and used for
interpretation.

a. diameter
b. microbial population
c. circumference
d. depth

19. Which of the following techniques cannot be used
to determine the minimum inhibitory concentration of
an antimicrobial drug against a particular microbe?

a. Etest
b. microbroth dilution test
c. Kirby-Bauer disk diffusion test
d. macrobroth dilution test

20. The utility of an antibiogram is that it shows
antimicrobial susceptibility trends

a. over a large geographic area.
b. for an individual patient.
c. in research laboratory strains.
d. in a localized population.

21. Which of the following has yielded compounds
with the most antimicrobial activity?

a. water
b. air
c. volcanoes
d. soil
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True/False

22. Narrow-spectrum antimicrobials are commonly used for prophylaxis following surgery.

23. β-lactamases can degrade vancomycin.

24. Echinocandins, known as “penicillin for fungi,” target β(1→3) glucan in fungal cell walls.

25. If drug A produces a larger zone of inhibition than drug B on the Kirby-Bauer disk diffusion test, drug A should
always be prescribed.

26. The rate of discovery of antimicrobial drugs has decreased significantly in recent decades.
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Fill in the Blank

27. The group of soil bacteria known for their ability to produce a wide variety of antimicrobials is called the
________.

28. The bacterium known for causing pseudomembranous colitis, a potentially deadly superinfection, is ________.

29. Selective toxicity antimicrobials are easier to develop against bacteria because they are ________ cells, whereas
human cells are eukaryotic.

30. Antiviral drugs, like Tamiflu and Relenza, that are effective against the influenza virus by preventing viral escape
from host cells are called ________.

31. Staphylococcus aureus, including MRSA strains, may commonly be carried as a normal member of the
________ microbiota in some people.

32. The method that can determine the MICs of multiple antimicrobial drugs against a microbial strain using a single
agar plate is called the ________.

Short Answer

33. Where do antimicrobials come from naturally? Why?

34. Why was Salvarsan considered to be a “magic bullet” for the treatment of syphilis?

35. When prescribing antibiotics, what aspects of the patient’s health history should the clinician ask about and
why?

36. When is using a broad-spectrum antimicrobial drug warranted?

37. If human cells and bacterial cells perform transcription, how are the rifamycins specific for bacterial infections?

38. What bacterial structural target would make an antibacterial drug selective for gram-negative bacteria? Provide
one example of an antimicrobial compound that targets this structure.

39. How does the biology of HIV necessitate the need to treat HIV infections with multiple drugs?

40. Niclosamide is insoluble and thus is not readily absorbed from the stomach into the bloodstream. How does the
insolubility of niclosamide aid its effectiveness as a treatment for tapeworm infection?

41. Why does the length of time of antimicrobial treatment for tuberculosis contribute to the rise of resistant strains?

42. What is the difference between multidrug resistance and cross-resistance?

43. How is the information from a Kirby-Bauer disk diffusion test used for the recommendation of the clinical use
of an antimicrobial drug?

44. What is the difference between MIC and MBC?

Critical Thinking

45. In nature, why do antimicrobial-producing microbes commonly also have antimicrobial resistance genes?

46. Why are yeast infections a common type of superinfection that results from long-term use of broad-spectrum
antimicrobials?

47. Too often patients will stop taking antimicrobial drugs before the prescription is finished. What are factors that
cause a patient to stop too soon, and what negative impacts could this have?

48. In considering the cell structure of prokaryotes compared with that of eukaryotes, propose one possible reason
for side effects in humans due to treatment of bacterial infections with protein synthesis inhibitors.
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49. Which of the following molecules is an example of a nucleoside analog?

50. Why can’t drugs used to treat influenza, like amantadines and neuraminidase inhibitors, be used to treat a wider
variety of viral infections?

51. Can an Etest be used to find the MBC of a drug? Explain.

52. Who should be responsible for discovering and developing new antibiotics? Support your answer with
reasoning.
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